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Introduction

This chapter includes the following topics:

= NetBackup logging and status code information
= Troubleshooting a problem

= Problem report for Technical Support

= About gathering information for NetBackup-Java applications

NetBackup logging and status code information

The following material has been moved into the NetBackup Logging Reference
Guide:

= Chapters on logging

= The appendix "Backup and restore functional overview"

= The appendix "Media and device management functional description"

See the NetBackup Logging Reference Guide for those topics, available here:
http://www.veritas.com/docs/DOC5332

For descriptions and recommended actions for NetBackup status codes, see the
NetBackup Status Codes Reference Guide.

Troubleshooting a problem

The following steps offer general guidelines to help you resolve any problems you
may encounter while you use NetBackup. The steps provide links to more specific
troubleshooting information.


Http://www.veritas.com/docs/DOC5332

Table 1-1

Introduction
Troubleshooting a problem

Steps for troubleshooting NetBackup problems

Step

Action

Description

Step 1

Remember the error message

Error messages are usually the vehicle for telling you something went wrong.
If you don’t see an error message in an interface, but still suspect a problem,
check the reports and logs. NetBackup provides extensive reporting and
logging facilities. These can provide an error message that points you directly
to a solution.

The logs also show you what went right and the NetBackup operation that

was ongoing when the problem occurred. For example, a restore operation
needs media to be mounted, but the required media is currently in use for

another backup. Logs and reports are essential troubleshooting tools.

See the NetBackup Logging Reference Guide.

Step 2

Identify what you were doing
when the problem occurred

Ask the following questions:

What operation was tried?

= What method did you use?
For example, more than one way exists to install software on a client.
Also more than one possible interface exists to use for many operations.
Some operations can be performed with a script.

s What type of server platform and operating system was involved?

= If your site uses both the master server and the media server, was it a
master server or a media server?

= If a client was involved, what type of client was it?

= Have you performed the operation successfully in the past? If so, what
is different now?

= What is the service pack level?

= Do you use operating system software with the latest fixes supplied,
especially those required for use with NetBackup?

= Is your device firmware at a level, or higher than the level, at which it has
been tested according to the posted device compatibility lists?

10
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Table 1-1
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Steps for troubleshooting NetBackup problems (continued)

Step

Action

Description

Step 3

Record all information

Capture potentially valuable information:

= NetBackup progress logs

s NetBackup Reports

= NetBackup Utility Reports

= NetBackup debug logs

= Media and Device Management debug logs

= On UNIX NetBackup servers, check for error or status messages in the
system log or standard output.

n Error or status messages in dialog boxes

= On Windows, NetBackup servers, check for error or status information
in the Event Viewer Application and System log.

Record this information for each try. Compare the results of multiple tries. A
record of tries is also useful for others at your site and for Veritas Technical
Support in the event that you cannot solve the problem. You can get more
information about logs and reports.

See the NetBackup Logging Reference Guide.

Step 4

Correct the problem

After you define the problem, use the following information to correct it:

» Take the corrective action that the status code or message recommends.
See the Status Codes Reference Guide.

= If no status code or message exists, or the actions for the status code
do not solve the problem, try these additional troubleshooting procedures:
See “Troubleshooting NetBackup problems” on page 19.

Step 5

Complete a problem report
for Veritas Technical Support

If your troubleshooting is unsuccessful, prepare to contact Veritas Technical
Support by filling out a problem report.

See “Problem report for Technical Support” on page 12.

See “About gathering information for NetBackup-Java applications”
on page 13.

On UNIX systems, the /usr/openv/netbackup/bin/goodies/support
script creates a file containing data necessary for Veritas Technical Support
to debug any problems you encounter. For more details, consult the usage
information of the script by means of the support -h command.

Step 6

Contact Veritas Technical
Support

The Veritas Technical Support website has a wealth of information that can
help you solve NetBackup problems.

Access Veritas Technical Support at the following URL:

https://www.veritas.com/support/en_US.html

1
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Problem report for Technical Support

Note: The term media server may not apply to the NetBackup server product. It
depends on the context. When you troubleshoot a server installation, be aware that
only one host exists: The master and the media server are one and the same.
Ignore references to a media server on a different host.

Problem report for Technical Support

Fill out the following information before you contact support to report a problem.

Date:

Record the following product, platform, and device information:

= Product and its release level.

= Server hardware type and operating system level.

» Client hardware type and operating system level, if a client is involved.
= Storage units being used, if it is possible that storage units are involved.

= Ifitlooks like a device problem, be ready to supply the following device
information: The types of robots and drives and their version levels along with
Media and Device Management and system configuration information.

= Software patches to the products that were installed.

= The service packs and hot fixes that were installed.

Define the problem.

What were you doing when the problem occurred? (for example, a backup on a
Windows client)

What were the error indications? (for example, status code, error dialog box)
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Did this problem occur during or shortly after any of the following:
______Initial installation

__ Configuration change (explain)

__ System change or problem (explain)

Have you observed the problem before? (If so, what did you do that time?)

Logs or other failure data you have saved:

__ All'log entries report

__ Media and Device Management debug logs

__ NetBackup debug logs

__ Systemlogs (UNIX)

______Event Viewer Application and System logs (Windows)
Ways that you can communicate with us:

__ MyVeritas.com - case management portal
___mft.veritas.com - File transfer portal for https uploads
__ sftp.veritas.com - File transfer server for sftp transfers
For more information, see the following:
http://www.veritas.com/docs/000097935

___ emall

WebEx

About gathering information for NetBackup-Java
applications

If you encounter problems with the NetBackup-Java applications, use the following
methods to gather data for support.


http://www.veritas.com/docs/000097935
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The following scripts are available for gathering information:

jnbSA

(NetBackup-Java administration application
startup script)

NetBackup-Java administration application on
Windows

/usr/openv/java/get trace

UNIX/Linux:
/usr/openv/netbackup/bin/support/nbsu

Windows:

Logs the data in a log file in
/usr/openv/netbackup/logs/user ops/nbjlogs. At startup,
the script tells you which file in this directory it logs to. Normally, this
file does not become very large (usually less than 2 KB). Consult the
file /usr/openv/java/Debug.properties for the options that
can affect the contents of this log file.

If NetBackup is installed on the computer where the application was
started, the script logs the data in a log file at
install path\NetBackup\logs\user ops\nbjlogs.

If NetBackup was not installed on this computer, then no log file is
created. To produce a log file, modify the last “java.exe” line in the
following to redirect output to a file:

install path\java\nbjava.bat

If NetBackup was not installed on this computer, the script logs the
data in alog file at install path\Veritas\Java\logs.

Note: When NetBackup is installed where the application is started,
and when install_path is not set in the setconf .bat file, the script
logs the data here: install path\Veritas\Java\logs

UNIX/Linux only.

Provides a Java Virtual Machine stack trace for support to analyze.
This stack trace is written to the log file that is associated with the
instance of execution.

Queries the host and gathers appropriate diagnostic information about
NetBackup and the operating system.

See “About the NetBackup support utility (nbsu)” on page 167.

install path\NetBackup\bin\support\

nbsu.exe

The following example describes how you can gather troubleshooting data for
Veritas Technical Support to analyze.

An application does not Wait for several minutes before you assume that the operation

respond.

is hung. Some operations can take quite a while to complete,
especially operations in the Activity Monitor and Reports
applications.
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About gathering information for NetBackup-Java applications

UNIX/Linux only:

Still no response after several
minutes.

Get data about your
configuration.

Contact Veritas Technical
Support

Run /usr/openv/java/get trace under the account
where you started the Java application. This script causes a
stack trace to write to the log file.

For example, if you started jnbsa from the root account,
start /usr/openv/java/get trace as root. Otherwise,
the command runs without error, but fails to add the stack
trace to the debug log. This failure occurs because root is
the only account that has permission to run the command
that dumps the stack trace.

Run the nbsu command that is listed in this topic. Run this
command after you complete the NetBackup installation and
every time you change the NetBackup configuration.

Provide the log file and the output of the nbsu command for
analysis.
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Troubleshooting
procedures

This chapter includes the following topics:

About troubleshooting procedures

Troubleshooting NetBackup problems

Troubleshooting installation problems

Troubleshooting configuration problems

Device configuration problem resolution

Testing the master server and clients

Testing the media server and clients

Resolving network communication problems with UNIX clients
Resolving network communication problems with Windows clients
Troubleshooting vnetd proxy connections

Troubleshooting security certificate revocation

About troubleshooting networks and host names

Verifying host name and service entries in NetBackup

About the bpcintcmd utility

Using the Host Properties window to access configuration settings

Resolving full disk problems



Troubleshooting procedures

Frozen media troubleshooting considerations

Troubleshooting problems with the NetBackup web services
Troubleshooting problems with the NetBackup web server certificate
Resolving PBX problems

Troubleshooting problems with validation of the remote host
Troubleshooting Auto Image Replication

Troubleshooting network interface card performance

About SERVER entries in the bp.conf file

About unavailable storage unit problems

Resolving a NetBackup Administration operations failure on Windows

Resolving garbled text displayed in NetBackup Administration Console on a
UNIX computer

Troubleshooting error messages in the NetBackup Administration Console

Extra disk space required for logs and temporary files for the NetBackup
Administration Console

Unable to logon to the NetBackup Administration Console after external CA
configuration

Troubleshooting file-based external certificate issues

Troubleshooting Windows certificate store issues

Troubleshooting backup failures

Troubleshooting backup failure issues with NAT clients or NAT servers

Troubleshooting issues with the NetBackup Messaging Broker (or nbmgbroker)
service

Issues with email notifications for Windows systems
Issues with KMS configuration

Issues with initiating the NetBackup CA migration because of large key size
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About troubleshooting procedures

About troubleshooting procedures

These procedures for finding the cause of NetBackup errors are general in nature
and do not try to cover every problem that can occur. They do, however, recommend
the methods that usually result in successful problem resolution.

The Veritas Technical Support site has a wealth of information that can help you
solve NetBackup problems. See the following site for comprehensive troubleshooting
details:

https://www.veritas.com/support/en_US.html

When you perform these procedures, try each step in sequence. If you already
performed the action or it does not apply, skip to the next step. If it branches to
another topic, use the solutions that are suggested there. If you still have a problem,
go to the next step in the procedure. Also, alter your approach according to your
configuration and what you have already tried.

Troubleshooting procedures can be divided into the following categories:

Preliminary troubleshooting The following procedures describe what to check first.
They branch off to other procedures as appropriate.

See “Troubleshooting NetBackup problems” on page 19.

See “Verifying that all processes are running on UNIX
servers” on page 22.

See “Verifying that all processes are running on Windows
servers” on page 25.

Installation troubleshooting Problems that apply specifically to installation.
See “Troubleshooting installation problems” on page 28.

Configuration troubleshooting Problems that apply specifically to configuration.

See “Troubleshooting configuration problems”
on page 29.


https://www.veritas.com/support/en_US.html

General test and troubleshooting

Other troubleshooting procedures

Troubleshooting procedures
Troubleshooting NetBackup problems

These procedures define general methods for finding
server and client problems and should be used last.

See “Testing the master server and clients” on page 34.
See “Testing the media server and clients” on page 38.

See “Resolving network communication problems with
UNIX clients” on page 41.

See “Resolving network communication problems with
Windows clients” on page 46.

See “Verifying host name and service entries in
NetBackup” on page 73.

See “About the bpcintcmd utility” on page 84.

See “Verifying host name and service entries in
NetBackup” on page 73.

See “Resolving full disk problems” on page 87.

See “Frozen media troubleshooting considerations”
on page 89.

See “About the conditions that cause media to freeze”
on page 90.

See “Troubleshooting network interface card
performance” on page 122.

A set of examples is also available that shows host name and service entries for

UNIX systems.

= See “Example of host name and service entries on UNIX master server and

client” on page 77.

= See “Example of host name and service entries on UNIX master server and

media server” on page 79.

=»  See “Example of host name and service entries on UNIX PC clients” on page 81.

= See “Example of host name and service entries on UNIX server that connects
to multiple networks” on page 82.

Troubleshooting NetBackup problems

If you have problems with NetBackup, perform these actions first.

This preliminary NetBackup troubleshooting procedure explains what to check first

and branches to other procedures as appropriate. These procedures do not try to
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Troubleshooting NetBackup problems

cover every problem that can occur. However, they do recommend the methods
that usually result in successful problem resolution.

When you perform these procedures, try each step in sequence. If you already
performed the action or it does not apply, skip to the next step. If you branch to
another topic, use the solutions that are suggested there. If you still have a problem,
go to the next step in the procedure. Also, alter your approach according to your
configuration and what you have already tried.

Table 2-1

Steps for troubleshooting NetBackup problems

Step

Action

Description

Step 1

Verify operating systems and
peripherals.

Ensure that your servers and clients are running supported operating system
versions and that any peripherals you use are supported.

See the NetBackup Master Compatibility List.

In addition, the NetBackup release notes include a section "Required
operating system patches and updates for NetBackup" that should be
checked. The release notes for your release are available here:

http://www.veritas.com/docs/DOC5332

Step 2

Use reports to check for
errors.

Use the All Log Entries report and check for NetBackup errors for the
appropriate time period. This report can show the context in which the error
occurred. Often it provides specific information, which is useful when the
status code can result from a variety of problems.

See the Reports information in the NetBackup Administrator’s Guide, Volume
I

If the problem involved a backup or archive, check the Status of Backups
report. This report gives you the status code.

If you find a status code or message in either of these reports, perform the
recommended corrective actions.

See the Status Codes Reference Guide.

Step 3

Check the operating system
logs.

Check the system log (UNIX) or the Event Viewer Application and System
log (Windows) if the problem pertains to media or device management and
one of the following is true:

= NetBackup does not provide a status code.

= You cannot correct the problem by following the instructions in NetBackup
status codes and messages.

= You cannot correct the problem by following the instructions in media
and device management status codes and messages.

These logs can show the context in which the error occurred. The error
messages are usually descriptive enough to point you to a problem area.
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Table 2-1
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Steps for troubleshooting NetBackup problems (continued)

Step

Action

Description

Step 4

Review the debug logs.

Read the applicable enabled debug logs and correct any problems you
detect. If these logs are not enabled, enable them before you retry the failed
operation.

See the NetBackup Logging Reference Guide.

Step 5

Retry the operation.

If you performed corrective actions, retry the operation. If you did not perform
corrective actions or if the problem persists, continue with the next step.

Step 6

Get more information for
installation problems.

If you see the problem during a new installation or upgrade installation, or
after you make changes to an existing configuration, see the following
procedures:

See “Troubleshooting installation problems” on page 28.

See “Troubleshooting configuration problems” on page 29.

Step 7

Ensure that the servers and
clients are operational.

If you experienced a server or a client disk crash, procedures are available
on how to recover the files that are critical to NetBackup operation.

See “About disk recovery procedures for UNIX and Linux” on page 194.

See “About disk recovery procedures for Windows” on page 204.

Step 8

Ensure that the partitions
have enough disk space.

Verify that you have enough space available in the disk partitions that
NetBackup uses. If one or more of these partitions is full, NetBackup
processes that access the full partition fail. The resulting error message
depends on the process. Possible error messages: "unable to access" or
"unable to create or open a file."

On UNIX systems, use the df command to view disk partition information.
On Windows systems, use Disk Manager or Explorer.

Check the following disk partitions:

s The partition where NetBackup software is installed.

= On the NetBackup master or media server, the partition where the
NetBackup databases reside.

s The partition where the NetBackup processes write temporary files.

s The partition where NetBackup logs are stored.

» The partition where the operating system is installed.

Step 9

Increase the logging level.

Enable verbose logging either for everything or only for the areas that you
think are related to the problem.

See the NetBackup Logging Reference Guide for information on changing
the logging level.
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Table 2-1 Steps for troubleshooting NetBackup problems (continued)
Step |Action Description
Step 10 | Determine which daemons or | Follow the procedures for UNIX or Windows NetBackup servers.

processes are running.

See “Verifying that all processes are running on UNIX servers” on page 22.

See “Verifying that all processes are running on Windows servers”
on page 25.

Verifying that all processes are running on UNIX servers

For NetBackup to operate properly, the correct set of processes (daemons) must
be running on your UNIX servers. This procedure determines which processes are

running and shows how to start the processes that may not be running.
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To verify that all processes are running on UNIX servers

1 To see the list of processes (daemons) running on the master server and on
the media server, enter the following command:

/usr/openv/netbackup/bin/bpps -x
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Ensure that the following processes are running on the NetBackup servers:

Master server

bpcd -standalone nbpem
bpcompatd nbproxy
bpdbm nbrb
bpjobd nbrmms
bprd nbsl
java nbstserv
nbars nbsvcmon
nbatd nbwmc
nbdisco (discovery manager) NB_dbsrv

nbemm

nbevtmgr

nbim (index manager)
nbjm

Media server

avrd (automatic volume recognition,

on the server)

bpcd -standalone

l1tid (needed only if tape devices are configured on the server)

pbx_ exchange
vmd
vnetd -standalone

mtstrmd (if the system has data deduplication configured)

nbrmms
nbsl
nbsvcmon

pbx exchange

spad (if the system has data deduplication configured)

spoold (if the system has data deduplication configured)

vmd  (volume)

vnetd —-standalone

Any tape or robotic processes,

such as tldd, tldcd

Note: Additional processes may also need to be running if other add-on

products, database agents, and so forth are installed. For additional assistance,

see https://www.veritas.com/support/en_US/article.100002166.

24

only if drives are configured


https://www.veritas.com/support/en_US/article.100002166

Troubleshooting procedures | 25
Troubleshooting NetBackup problems

3 If either the NetBackup Request Daemon (bprd) or the NetBackup Database
Manager Daemon (bpdbm) is not running, start them by entering the following
command:

/usr/openv/netbackup/bin/initbprd

4  If the NetBackup Web Management Console (nbwmc) is not running, start it
with the following command:
/usr/openv/netbackup/bin/nbwmc

5 If any of the media server processes are not running, stop the device process
1tid by running the following command:
/usr/openv/volmgr/bin/stopltid

6 To verify that the 1tid, avrd, and robotic control processes are stopped, run
the following command:
/usr/openv/volmgr/bin/vmps

7 If you use ACS robotic control, the acsssi and the acssel processes may

continue to run when 1tid is terminated. Use the UNIX kxi11 command to
individually stop those robotic control processes.

8 Then, start all device processes by running the following command:
/usr/openv/volmgr/bin/ltid

For debugging, start 1tid with the -v (verbose) option.

9 If necessary, you can use the following to stop and restart all the NetBackup
server processes:

/usr/openv/netbackup/bin/bp.kill all
/usr/openv/netbackup/bin/bp.start all

Verifying that all processes are running on Windows servers

Use the following procedure to make sure that all the processes that need to run
on Windows server are running.
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Table 2-2 Steps to ensure that all necessary processes are running on
Windows servers
Step |Action Description
Step 1 | Start all services on the | The following services must be running for typical backup and restore operations

master servers.

(steps 1, 2, and 3 in this table). If these services are not running, start them by
using the NetBackup Activity Monitor or the Services application in the Windows

Control Panel.

To start all of the services, run install path\NetBackup\bin\bpup.exe.

Services on master servers:

Note: Additional processes may also need to be running if other add-on products,
database agents, and so forth are installed. For additional assistance, see
https://www.veritas.com/support/en_US/article.100002166

NetBackup Authentication

NetBackup Client Service

NetBackup Compatibility Service
NetBackup Database Manager
NetBackup Discovery Framework
NetBackup Enterprise Media Manager
NetBackup Event Manager

NetBackup Indexing Manager
NetBackup Job Manager

NetBackup Policy Execution Manager
NetBackup Relational Database Manager
NetBackup Remote Manager and Monitor Service
NetBackup Request Daemon
NetBackup Resource Broker
NetBackup Service Layer

NetBackup Service Monitor
NetBackup Storage Lifecycle Manager
NetBackup Vault Manager

NetBackup Volume Manager
NetBackup Web Management Console
Veritas Private Branch Exchange

26


https://www.veritas.com/support/en_US/article.100002166

Troubleshooting procedures
Troubleshooting NetBackup problems

Table 2-2 Steps to ensure that all necessary processes are running on

Windows servers (continued)

Step |Action Description
Step 2 | Startall services on the | Services on media servers:
media servers. = NetBackup Client Service
= NetBackup Deduplication Engine (if the system has data deduplication
configured)
= NetBackup Deduplication Manager (if the system has data deduplication
configured)
= NetBackup Deduplication Multi-Threaded Agent (if the system has data
deduplication configured)
s NetBackup Device Manager service (if the system has configured devices)
= NetBackup Remote Manager and Monitor Service (if the system has data
deduplication configured)
= NetBackup Volume Manager service
Step 3 | Start all services on the | Services on clients:
clients. = NetBackup Client Service
= NetBackup Legacy Client Service
» Veritas Private Branch Exchange
Step4 | Start avrdand Use the NetBackup Activity Monitor to see if the following processes are running:

processes for robots.

= avrd (automatic media recognition), only if drives are configured on the server
= Processes for all configured robots.
See the NetBackup Administrator’s Guide, Volume I.

If these processes are not running, stop and restart the NetBackup Device Manager
service. Use the NetBackup Activity Monitor or the Services application in the
Windows Control Panel.
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Table 2-2 Steps to ensure that all necessary processes are running on
Windows servers (continued)
Step |Action Description
Step 5 | Restart the operation | If you had to start any of the processes or services in the previous steps, retry the

or do additional
troubleshooting.

operation.

If the processes and services are running or the problem persists, you can try to
test the servers and clients.

See “Testing the master server and clients” on page 34.
See “Testing the media server and clients” on page 38.

If you cannot start any of these processes or services, check the appropriate debug
logs for NetBackup problems.

See the NetBackup Logging Reference Guide.

When these processes and services start, they continue to run unless you stop
them manually or a problem occurs on the system. On Windows systems, it is
recommended that you add commands for starting them to your startup scripts,
so they restart in case you have to restart.

Troubleshooting installation problems

Use the following steps to troubleshoot installation problems.

Table 2-3 Steps for troubleshooting installation problems.
Step | Action Description
Step 1 Determine if you can | Some reasons for failure are as follows:

install the software on
the master server and
the media servers by
using the release
media.

Not logged on as an administrator on a Windows system (you must have
permission to install services on the system)

= Permission denied (ensure that you have permission to use the device and to
write the directories and files being installed)

= Bad media (contact Technical Support)

» Defective drive (replace the drive or refer to vendor’s hardware documentation)

= Improperly configured drive (refer to the system and the vendor documentation)
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Table 2-3 Steps for troubleshooting installation problems. (continued)

Step

Action

Description

Step 2

Determine if you can
install NetBackup client
software on the clients.

Note: Before you install or use NetBackup on a Linux client, verify that the bpcd
-standalone and vnetd -standalone services are started on that computer.
These services ensure proper communication between the NetBackup master and
the Linux client.

Note: NetBackup UNIX or Linux servers can push client software to UNIX/Linux
clients, and Windows servers can push to Windows clients. You can also download
the client software from the NetBackup appliance, and then run the install on the
client.

Note: See the NetBackup Appliance Administrator’'s Guide.

Do the following:

= For aninstall to a trusting UNIX client, verify the following:
= The correct client name is in your policy configuration.
m The correct server name is in the client /. rhosts file.
If the installation hangs, check for problems with the shell or the environment
variables for the root user on the client. The files that you check depend on the
platform, operating system, and shell you use. For example, your . login on
a Sun system runs an stty (such as stty “erase) before it defines your
terminal type. If this action causes the install process to hang, you can modify
the . login file to define the terminal before you run the stty. Or, move the
client . login to another file until the install is complete.

= For an installation to a secure UNIX client, check your f£tp configuration. For
example, you must use a user name and password that the client considers
valid.

Step 3

Resolve network
problems.

Determine if the problem is related to general network communications.
See “Resolving network communication problems with UNIX clients” on page 41.

See “Resolving network communication problems with Windows clients” on page 46.

Troubleshooting configuration problems

Use the following steps to check for problems after an initial installation or after
changes are made to the configuration.
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Table 2-4 Steps for troubleshooting configuration problems
Step | Action Description
Step 1 | Check for device Check for the following device configuration problems:
configuration problems. s Configuration for robotic drive does not specify the robot.
= Drive is configured as wrong type or density.
= Incorrect Robotic Drive Number.
= SCSI ID for the robotic control is specified instead of the logical Robot Number
that is assigned to the robot.
= The same robot number is used for different robots.
= SCSI ID for the drive is specified instead of a unique Drive Index number.
= A platform does not support a device or was not configured to recognize it.
= Robotic device is not configured to use LUN 1, which some robot hardware
requires.
= On UNIX, drive no-rewind device path is specified as a rewind path.
= On UNIX;, tape devices are not configured with "Berkeley style close." NetBackup
requires this feature which is configurable on some platforms. Further
explanation is available.
= On UNIX, tape devices (other than QIC) are not configured as "variable mode."
NetBackup requires this feature which is configurable on some platforms. When
this condition exists, you can frequently perform backups but not restores.
For more information, see the Status Codes Reference Guide.
= On UNIX, pass-through paths to the tape drives have not been established.
More description is available on device configuration problems:
See the NetBackup Device Configuration Guide.
Step 2 | Check the daemons or | Check for the following problems with the daemons or services:

services.

The daemons or services do not start during restart (configure system so they
start).

Wrong daemons or services are started (problems with media server startup
scripts).

Configuration was changed while daemons or services were running.

On Windows, the $SystemRoot%\System32\drivers\etc\servicesfile
does not have an entry for vind, bprd, bpdbm, and bpcd. Also, ensure that the
processes have entries for configured robots. A list of these processes is
available.

See the NetBackup Administrator’s Guide, Volume I.

On UNIX, the /etc/services file (or NIS or DNS) does not have an entry
for vmd, bprd, bpdbm, or robotic daemons.
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Table 2-4 Steps for troubleshooting configuration problems (continued)

Step |Action

Description

Step 3 | Retry the operation and
check for status codes
and messages.

If you found and corrected any configuration problems, retry the operation and
check for NetBackup status codes or messages in the following:

s Check the All Log Entries report for NetBackup errors for the appropriate time
period. This report can show the context in which the error occurred. Often it
provides specific information, which is useful when the error can result from a
variety of problems.

If the problem involved a backup or archive, check the job's Detailed Status in
the Activity Monitor. Also check the Status of Backups report.

If you find a status code or message in either of these reports, perform the
recommended corrective actions.

See the Status Codes Reference Guide.

s Check the system logs on UNIX or the Event Viewer Application and System
log on Windows if the following is true: The problem pertains to media or device
management, and NetBackup does not provide a status code. Or you cannot
correct the problem by following the instructions in the status codes.

» Check the appropriate enabled debug logs. Correct any problems you detect.
If these logs are not enabled, enable them before your next try.

See the NetBackup Logging Reference Guide.

Step 4 | Retry the operation and
do additional
troubleshooting.

If you performed corrective actions, retry the operation. If you did not perform
corrective actions or the problem persists, go to one of the following procedures.

See “Resolving full disk problems” on page 87.
See “Frozen media troubleshooting considerations” on page 89.
See “About the conditions that cause media to freeze” on page 90.

See “Troubleshooting network interface card performance” on page 122.

Device configuration problem resolution

An auto-configuration warning message appears in the second panel of the Device
Configuration Wizard if the selected device meets any of the following conditions:

= Not licensed for NetBackup server

s Exceeds a license restriction

= Has some inherent qualities that make it difficult to auto-configure

The following messages relate to device configuration, along with their explanations

and recommended actions.
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Recommended actions for device configuration messages

Message

Explanation

Recommended action

Drive does not support
serialization

The drive does not return its serial number.
Note that some manufacturers do not support
serial numbers. Although automatic device
configuration does not function optimally, the
drive can be manually configured and
operated without its serial number.

Ask the manufacturer for a newer firmware
version that returns serial numbers (if
available), or manually configure and operate
the drive without a serial number.

Robot does not support
serialization

The robot does not return its serial number or
the serial numbers of the drives that are
contained within it. Note that some
manufacturers do not support serial numbers.
Although automatic device configuration does
not function optimally, the robot and drives
can be manually configured and operated
without serial numbers.

Ask the manufacturer for a newer firmware
version that returns serial numbers (if
available). Or manually configure and operate
the robot and drives without serial numbers.

No license for this robot
type

NetBackup server does not support the robotic
type that is defined for this robot.

Define a different robot. Use only the robotic
libraries that NetBackup server supports.

No license for this drive
type

The drive type that is defined for this drive that
the NetBackup server does not support.

Define a different drive. Use only the drives
that NetBackup supports

Unable to determine
robot type

NetBackup does not recognize the robotic
library. The robotic library cannot be
auto-configured.

Do the following:

= Download a new device_mapping file from
the Veritas Support website, and try again.

» Configure the robotic library manually.

= Use only the robotic libraries that
NetBackup supports.

Drive is standalone or
in unknown robot

Either the drive is standalone, or the drive or
robot does not return a serial number. Note
that some manufacturers do not support serial
numbers. Although automatic device
configuration does not function optimally, the
drive or robot can be manually configured and
operated without a serial number.

Ask the manufacturer for a newer firmware
version that returns serial numbers (if
available), or manually configure and operate
the drive robot without serial numbers.

Robot drive number is
unknown

Either the drive or robot does not return a
serial number. Note that some manufacturers
do not support serial numbers. Although
automatic device configuration does not
function optimally, the drive or robot can be
manually configured and operated without a
serial number.

Ask the manufacturer for a newer firmware
version that returns serial numbers (if
available). Or manually configure and operate
the drive and robot without serial numbers.
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Table 2-5 Recommended actions for device configuration messages
(continued)
Message Explanation Recommended action
Drive is in an The drive is in a robotic library that cannot be | Configure a drive that does not reside in the

unlicensed robot

licensed for NetBackup server. Since the robot
cannot be licensed for NetBackup server, any
drives that were configured in that robot are
unusable.

unlicensed robot.

Drive’s SCSI adapter
does not support
pass-thru (or pass-thru
path does not exist)

A drive was found that does not have a SCSI
pass-through path configured. The possible
causes are:

m» The drive is connected to an adapter that
does not support SCSI pass-through.

s The pass-through path for this drive has
not been defined.

Change the drive’s adapter or define a
pass-through path for the drive. For
information about the SCSI adapter
pass-through, see the NetBackup Device
Configuration Guide.

No configuration device
file exists

A device has been detected without the
corresponding device file necessary to
configure that device.

For directions about how to create device files,
see the NetBackup Device Configuration
Guide.

Unable to determine
drive type

The NetBackup server does not recognize the
drive. The drive cannot be auto-configured.

Do the following:

» Download a new device_mapping file from
the Veritas Support website, and try again.

» Configure the drive manually.
= Use only the drives that NetBackup
supports.

Unable to determine
compression device

A drive was detected without the expected
compression device file that is used to
configure that device. Automatic device
configuration tries to use a device file that
supports hardware data compression. When
multiple compression device files exist for a
drive, automatic device configuration cannot
determine which compression device file is
best. It uses a non-compression device file
instead.

If you do not need hardware data
compression, no action is necessary. The
drive can be operated without hardware data
compression. Hardware data compression
and tape drive configuration help are
available.

For directions about how to create device files,
see the NetBackup Device Configuration
Guide.
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Testing the master server and clients

If the NetBackup, installation, and configuration troubleshooting procedures do not
reveal the problem, perform the following procedure. Skip those steps that you have
already performed.

The procedure assumes that the software was successfully installed, but not
necessarily configured correctly. If NetBackup never worked properly, you probably
have configuration problems. In particular, look for device configuration problems.

You may also want to perform each backup and restore twice. On UNIX, perform
them first as a root user and then as a nonroot user. On Windows, perform them
first as a user that is a member of the Administrators group. Then perform them as
a user that is not a member of the Administrator group. In all cases, ensure that
you have read and write permissions on the test files.

The explanations in these procedures assume that you are familiar with the backup
processes and restore processes. For further information, see the NetBackup
Logging Reference Guide.

Several steps in this procedure mention the All Log Entries report. To access more
information on this report and others, refer to the following:

See the NetBackup Administrator’'s Guide, Volume I.

Table 2-6 Steps for testing the master server and clients

Step

Action

Description

Step 1

Enable debug logs. Enable the appropriate debug logs on the master server.

For information on logging, see the NetBackup Logging Reference Guide.

If you do not know which logs apply, enable them all until you solve the problem.
Delete the debug log directories when you have resolved the problem.

Step 2

Configure a test policy. | Configure a test policy to use a basic disk storage unit.

Or, configure a test policy and set the backup window to be open while you test.
Name the master server as the client and a storage unit that is on the master server
(preferably a nonrobotic drive). Also, configure a volume in the NetBackup volume
pool and insert the volume in the drive. If you don’t label the volume by using the
bplabel command, NetBackup automatically assigns a previously unused media
ID.
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Table 2-6 Steps for testing the master server and clients (continued)

Step

Action

Description

Step 3

Verify the daemons
and services.

To verify that the NetBackup daemons or services are running on the master server,
do the following:

= To check the daemons on a UNIX system, enter the following command:
/usr/openv/netbackup/bin/bpps -x

= To check the services on a Windows system, use the NetBackup Activity Monitor
or the Services application of the Windows Control Panel.

Step 4

Backup and restore a
policy.

Start a manual backup of a policy by using the manual backup option in the
NetBackup administration interface. Then, restore the backup.

These actions verify the following:

= NetBackup server software is functional, which includes all daemons or services,
programs, and databases.
= NetBackup can mount the media and use the drive you configured.

Step 5

Check for failure.

If a failure occurs, check the job's Detailed Status in the Activity Monitor.

You can also try the NetBackup All Log Entries report. For the failures that relate
to drives or media, verify that the drive is in an UP state and that the hardware
functions.

To isolate the problem further, use the debug logs.

For an overview of the sequence of processing, see the information on backup
processes and restore processes in the NetBackup Logging Reference Guide.

Step 6

Consult information
besides the debug
logs.

If the debug logs do not reveal the problem, check the following:

= Systems Logs on UNIX systems

= Event Viewer and System logs on Windows systems

= Media Manager debug logs on the media server that performed the backup,
restore, or duplication

s The bpdm and bptm debug logs on the media server that performed the backup,
restore, or duplication

See the vendor manuals for information on hardware failures.
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Table 2-6 Steps for testing the master server and clients (continued)

Step

Action

Description

Step 7

Verify robotic drives.

If you use a robot and the configuration is an initial configuration, verify that the
robotic drive is configured correctly.

In particular, verify the following:

= The same robot number is used both in the Media and Device Management
and storage unit configurations.
s Each robot has a unique robot number.

On a UNIX NetBackup server, you can verify only the Media and Device
Management part of the configuration. To verify, use the tpreq command to
request a media mount. Verify that the mount completes and check the drive on
which the media was mounted. Repeat the process until the media is mounted
and unmounted on each drive from the host where the problem occurred. If this
works, the problem is probably with the policy or the storage unit configuration.
When you are done, tpunmount the media.

Step 8

Include a robot in the
test policy.

If you previously configured a nonrobotic drive and your system includes a robot,
change your test policy now to specify a robot. Add a volume to the robot. The
volume must be in the NetBackup volume pool on the EMM database host for the
robot.

Return to step 3 and repeat this procedure for the robot. This procedure verifies
that NetBackup can find the volume, mount it, and use the robotic drive.

Step 9

Use the robotic test
utilities.

If you have difficulties with the robot, try the test utilities.
See “About the robotic test utilities” on page 183.

Do not use the Robotic Test Utilities when backups or restores are active. These
utilities prevent the corresponding robotic processes from performing robotic actions,
such as loading and unloading media. The result is that it can cause media mount
timeouts and prevent other robotic operations like robotic inventory and inject or

eject from working.

Step 10

Enhance the test
policy.

Add a user schedule to your test policy (the backup window must be open while
you test). Use a storage unit and media that was verified in previous steps.
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Table 2-6 Steps for testing the master server and clients (continued)
Step |Action Description
Step 11 | Backup and restore a | Start a user backup and restore of a file by using the client-user interface on the
file. master server. Monitor the status and the progress log for the operation. If
successful, this operation verifies that the client software is functional on the master
server.
If a failure occurs, check the NetBackup All Log Entries report. To isolate the
problem further, check the appropriate debug logs from the following list.
On a UNIX system, the debug logs are in the /usr/openv/netbackup/logs/
directory. On a Windows computer, the debug logs are in the
install path\NetBackup\logs\ directory.
Debug log directories exist for the following processes:
m bparchive (UNIX only)
= Dbpbackup (UNIX only)
m bpbkar
m bpcd
m Dbplist
s bprd
m bprestore
= nbwin (Windows only)
s bpinetd (Windows only)
Explanations about which logs apply to specific client types are available.
For information on logging, see the NetBackup Logging Reference Guide.
Step 12 | Reconfigure the test Reconfigure your test policy to name a client that is located elsewhere in the
policy. network. Use a storage unit and media that has been verified in previous steps. If
necessary, install the NetBackup client software.
Step 13 | Create debug log Create debug log directories for the following processes:

directories.

s Dbprdon the server

» bpcd on the client

» bpbkar on the client

= nbwin on the client (Windows only)

»  Dbpbackup on the client (except Windows clients)
s bpinetd (Windows only)

m tar

s On the media server: bpbrm, bpdm, and bptm
Explanations about which logs apply to specific client types are available.

For information on logging, see the NetBackup Logging Reference Guide.
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Table 2-6 Steps for testing the master server and clients (continued)
Step |Action Description
Step 14 | Verify communication | Perform a user backup and then a restore from the client that is specified in step
between the client and | 8. These actions verify communications between the client and the master server,
the master server. and NetBackup software on the client.
If an error occurs, check the job's Detailed Status in the Activity Monitor.
check the All Log Entries report and the debug logs that you created in the
previous step. A likely cause for errors is a communications problem between the
server and the client.
Step 15 | Test other clients or When the test policy operates satisfactorily, repeat specific steps as necessary to
storage units. verify other clients and storage units.
Step 16 | Test the remaining When all clients and storage units are functional, test the remaining policies and

policies and schedules.

schedules that use storage units on the master server. If a scheduled backup fails,
check the All Log Entries report for errors. Then follow the recommended actions
as is part of the error status code.

Testing the media server and clients

If you use media servers, use the following steps to verify that they are operational.

Before testing the media servers, eliminate all problems on the master server.

See “Testing the master server and clients” on page 34.

Table 2-7 Steps for testing the media server and clients
Step |Action Description
Step 1 Enable legacy Enable appropriate legacy debug logs on the servers, by entering the following:

debug logs.

UNIX/Linux: /usr/openv/netbackup/logs/mklogdir
Windows: install path\NetBackup\logs\mklogdir.bat
See the NetBackup Logging Reference Guide.

If you are uncertain which logs apply, enable them all until you solve the problem.
Delete the legacy debug log directories when you have resolved the problem.
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Table 2-7 Steps for testing the media server and clients (continued)
Step |Action Description
Step 2 | Configure a test Configure a test policy with a user schedule (set the backup window to be open while
policy. you test) by doing the following:
= Name the media server as the client and a storage unit that is on the media server
(preferably a nonrobotic drive).
= Add a volume on the EMM database host for the devices in the storage unit. Ensure
that the volume is in the NetBackup volume pool.
= Insert the volume in the drive. If you do not pre-label the volume by using the
bplabel command, NetBackup automatically assigns a previously unused media
ID.
Step 3 | Verify the daemons | Verify that all NetBackup daemons or services are running on the master server. Also,
and services. verify that all Media and Device Management daemons or services are running on the
media server.
To perform this check, do one of the following:
= On a UNIX system, run:
/usr/openv/netbackup/bin/bpps -x
= On aWindows system, use the Services application in the Windows Control Panel.
Step4 | Backup and Perform a user backup and then a restore of a file from a client that has been verified
restore a file. to work with the master server.
This test verifies the following:
= NetBackup media server software.
= NetBackup on the media server can mount the media and use the drive that you
configured.
s Communications between the master server processes nbpem, nbjm, nbrb, EMM
server process nbemm, and media server processes bpcd, bpbrm, bpdm, and bptm.
=  Communications between media server process bpbrm, bpdm, bptm, and client
processes bpcd and bpbkar.
For the failures that relate to drives or media, ensure that the drive is in an UP state
and that the hardware functions.
Step 5 | Verify If you suspect a communications problem between the master server and the media

communication
between the
master server and
the media servers.

servers, check the debug logs for the pertinent processes.
If the debug logs don'’t help you, check the following:

= On a UNIX server, the System log
= On a Windows server, the Event Viewer Application and System log
= vmd debug logs
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Table 2-7 Steps for testing the media server and clients (continued)
Step |Action Description
Step 6 | Ensure that the For the failures that relate to drives or media, ensure that the drive is running and that

hardware runs
correctly.

the hardware functions correctly.
See the vendor manuals for information on hardware failures.

If you use a robot in an initial configuration condition, verify that the robotic drive is
configured correctly.

In particular, verify the following:

s The same robot number is used both in the Media and Device Management and
storage unit configurations.
= Each robot has a unique robot number.

On a UNIX server, you can verify only the Media and Device Management part of the
configuration. To verify, use the tpreq command to request a media mount. Verify
that the mount completes and check the drive on which the media was mounted. Repeat
the process until the media is mounted and unmounted on each drive from the host
where the problem occurred. Perform these steps from the media server. If this works,
the problem is probably with the policy or the storage unit configuration on the media
server. When you are done, use tpunmount to unmount the media.
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Table 2-7 Steps for testing the media server and clients (continued)
Step |Action Description
Step 7 | Include a robotic | If you previously configured a non-robotic drive and a robot was attached to your media
device in the test | server, change the test policy to name the robot. Also, add a volume for the robot to
policy. the EMM server. Verify that the volume is in the NetBackup volume pool and in the
robot.
Start with step 3 to repeat this procedure for a robot. This procedure verifies that
NetBackup can find the volume, mount it, and use the robotic drive.
If a failure occurs, check the NetBackup All Log Entries report. Look for any errors
that relate to devices or media.
See the NetBackup Administrator’s Guide, Volume I.
If the All Log Entries report doesn’t help, check the following:
= On a UNIX server, the system logs on the media server
= vmd debug logs on the EMM server for the robot
= On a Windows system, the Event Viewer Application and System log
In an initial configuration, verify that the robotic drive is configured correctly. Do not
use a robot number that is already configured on another server.
Try the test utilities.
See “About the robotic test utilities” on page 183.
Do not use the Robotic Test Utilities when backups or restores are active. These utilities
prevent the corresponding robotic processes from performing robotic actions, such as
loading and unloading media. The result is that it can cause media mount timeouts
and prevent other robotic operations like robotic inventory and inject or eject from
working.
Step 8 | Test other clients | When the test policy operates satisfactorily, repeat specific steps as necessary to verify
or storage units. other clients and storage units.
Step 9 | Test the remaining | When all clients and storage units are in operation, test the remaining policies and

policies and
schedules.

schedules that use storage units on the media server. If a scheduled backup fails,
check the All Log Entries report for errors. Then follow the suggested actions for the
appropriate status code.

Resolving network communication problems with
UNIX clients

The following procedure is for resolving NetBackup communications problems,
such as those associated with NetBackup status codes 25, 54, 57, and 58. This
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procedure consists of two variations: one for UNIX clients and another for Windows
clients.

Note: In all cases, ensure that your network configuration works correctly outside
of NetBackup before trying to resolve NetBackup problems.

For UNIX clients, perform the following steps. Before you start this procedure, add
the VERBOSE=5 option to the /usr/openv/netbackup/bp.conf file.

Table 2-8 Steps for resolving network communication problems with UNIX
clients
Step | Action Description
Step 1 | Create debug log | During communication retries, the debug logs provide detailed debug information, which
directories. can help you analyze the problem.
Create the following directories:
= Dbpcd (on the master server and clients)
= vnetd (on the master server and clients)
= bprd (on the master server)
Use the bprd log directory to debug client to master server communication, not client to
media server communication problems.
Step 2 | Test a new If this configuration is a new or a modified configuration, do the following:
configuration or

= Check any recent modifications to ensure that they did not introduce the problem.

= Ensure that the client software was installed and that it supports the client operating
system.

s Check the client names, server names, and service entries in your NetBackup
configuration as explained in the following topic:
See “Verifying host name and service entries in NetBackup” on page 73.
You can also use the hostname command on the client to determine the host name
that the client sends with requests to the master server. Check the bprd debug log
on the master server to determine what occurred when the server received the request.

modified
configuration.
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Table 2-8 Steps for resolving network communication problems with UNIX

clients (continued)

Step

Action

Description

Step 3

Verify name
resolution.

To verify name resolution, run the following command on the master server and the
media servers:

# bpclntcmd -hn client name

If the results are unexpected, review the configuration of these name resolution services:
nsswitch.conf file, hosts file, ipnodes file, and resolv.conf file.

Also run the following on the client to check forward and reverse name lookup of the
master server and media server that perform the backup:

# bpclntcmd -hn server name

# bpclntcmd -ip IP address of server

Step 4

Verify network
connectivity.

Verify network connectivity between client and server by pinging the client from the server.
# ping clientname

Where clientname is the name of the client as configured in the NetBackup policy
configuration.

For example, to ping the policy client that is named ant:

# ping ant
ant.nul.nul.com: 64 byte packets
64 bytes from 199.199.199.24: icmp seg=0. time=1. ms
-—--—ant.nul.nul.com PING Statistics----
2 packets transmitted, 2 packets received, 0% packet
loss round-trip (ms) min/avg/max = 1/1/1

A successful ping verifies connectivity between the server and client. If the ping fails
and ICMP is not blocked between the hosts, resolve the network problem outside of
NetBackup before you proceed.

Some forms of the ping command let you ping the bpcd port on the client as in the
following command:

# ping ant 1556

Ping 1556 (PBX) and 13724 (vnetd) in sequence, the same sequence that NetBackup
tries by default. You then know which ports are closed so that you can open them for
more efficient connection tries.
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Table 2-8 Steps for resolving network communication problems with UNIX
clients (continued)
Step | Action Description
Step 5 | Ensure that the On the client, run one of the following commands (depending on platform and operating

client listens on the
correct port for the
bpcd connections.

system):

netstat -a | grep bpcd
netstat -a | grep 13782
rpcinfo -p | grep 13782

Repeat for 1556 (PBX) and 13724 (vnetd). If no problems occur with the ports, the
expected output is as follows:

# netstat -a | egrep '1556|PBX|13724|vnetd|13782|bpcd' | grep LISTEN
*.1556 xLx 0 0 49152 0 LISTEN

*.13724 xLF 0 0 49152 0 LISTEN

*.13782 xL* 0 0 49152 0 LISTEN

LISTEN indicates that the client listens for connections on the port.

If the NetBackup processes are running correctly, the expected output is as follows:

# ps -ef | egrep 'pbx exchange|vnetd|bpcd' | grep -v grep

root 306 1 0 Jul 18 ? 13:52 /opt/VRTSpbx/bin/pbx exchange

root 10274 1 0 Sep 13 ? 0:11 /usr/openv/netbackup/bin/vnetd -standalone
root 10277 1 0 Sep 13 ? 0:45 /usr/openv/netbackup/bin/bpcd -standalone

Repeat the procedure on the master server(s) and media server(s), to test communication
to the client.
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Table 2-8 Steps for resolving network communication problems with UNIX

clients (continued)

Step | Action Description
Step 6 | Connect to the On the client, telnet to 15656 (PBX) and 13724 (vnetd). Check both ports to make sure
client through that a connection is made on at least one of them. If the telnet connection succeeds,
telnet. keep the connection until after you perform step 8, then terminate it with Ctrl-c.
telnet clientname 1556
telnet clientname 13724
Where clientname is the name of the client as configured in the NetBackup policy
configuration.
For example,
# telnet ant vnetd
Trying 199.999.999.24
Connected to ant.nul.nul.com.
Escape character is ‘"]'.
In this example, telnet can establish a connection to the client ant.
Repeat the procedure on the master server(s) and media server(s), to test communication
to the client.
Step 7 | Identify the On the master server(s) and media server(s): Use the following command to identify the

outbound socket
on the server host.

outbound socket that is used for the telnet command from step 6. Specify the appropriate
IP address to which the server resolves the policy client. Note the source IP
(10.82.105.11), the source port (45856) and the destination port (1556).

# netstat -na | grep ‘<client IP address>’ | egrep ‘1556(13724'
10.82.105.11.45856 10.82.104.99.1556 49152 0 49152 0 ESTABLISHED

If telnet is still connected and a socket is not displayed: Remove the port number
filtering and observe the port number to which the site has mapped the service name.
Check that process listens on the port number in step 5.

$ netstat -na | grep ‘<client IP_ address>’
10.82.105.11.45856 10.82.104.99.1234 49152 0 49152 0 ESTABLISHED

If the socket is in a SYN_SENT state instead of an ESTABLISHED state, the server host
is trying to make the connection. However, a firewall blocks the outbound TCP SYN from
reaching the client host or blocks the return bound TCP SYN+ACK from reaching the
server host.
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Table 2-8 Steps for resolving network communication problems with UNIX

clients (continued)

Step | Action

Description

Step 8 | Confirm that the
telnet connection
reaches this client
host.

On the master server(s) and media server(s), to confirm that the telnet connection
reaches this client host, run the following command:

$ netstat -na | grep ‘<source port>’
10.82.104.99.1556 10.82.105.11.45856 49152 0 49152 0 ESTABLISHED

One of the following conditions occurs:

» If telnet is connected but the socket is not present: The telnet reached some other
host that incorrectly shares the same IP address as the client host.

» If the socket is in a SYN_RCVD state instead of an ESTABLISHED state, then the
connection reached this client host. However, a firewall blocks the return of the TCP
SYN+ACK to the server host.

Step 9 | Verify
communication
between the client
and the master
server.

To verify client to master server communications, use the bpclntcmd utility. When -pn
and -sv run on a NetBackup client, they initiate inquiries to the NetBackup master server
(as configured in the client bp . conf file). The master server then returns information to
the requesting client. More information is available about bpclntcmd.

See “About the bpcintcmd utility” on page 84.

The PBX, vnetd, and bprd debug logs should provide details on the nature of any
remaining failure.

Resolving network communication problems with
Windows clients

The following procedure is for resolving NetBackup communications problems,
such as those associated with NetBackup status codes 54, 57, and 58. This
procedure consists of two variations: one for UNIX clients and another for Windows
clients.

Note: In all cases, ensure that your network configuration works correctly outside
of NetBackup before trying to resolve NetBackup problems.

This procedure helps you resolve network communication problems with PC clients.

To resolve network communication problems

1

Before you retry the failed operation, do the following:
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= Increase the logging level on the client (see the NetBackup Administrator's
Guide, Volume I, under "Client Settings properties").

= On the NetBackup master server, create a bprd debug log directory and
on the clients create a bpcd debug log.

= On the NetBackup server, set the Verbose level to 1.
See the NetBackup Logging Reference Guide for help changing the logging
level.

If this client is new, verify the client and the server names in your NetBackup
configuration.

See “Verifying host name and service entries in NetBackup” on page 73.
Verify network connectivity between client and server by pinging from the server
to the client and vice versa. Use the following command:

# ping hostname

Where hostname is the name of the host as configured in the following:
= NetBackup policy configuration

= WINS

= DNS (if applicable).

m hosts file in system directory $systemRoot%\system32\drivers
\etc\hosts

If ping succeeds in all instances, it verifies connectivity between the server
and client.

If ping fails, you have a network problem outside of NetBackup that must be
resolved before you proceed. As a first step, verify that the workstation is turned
on. A workstation that is not turned on is a common source of connection
problems with workstations.

On Microsoft Windows clients, ensure that the NetBackup Client service is
active by checking the logs. Use the Services application in the Control Panel
to verify that the NetBackup Client service is running. Start it if necessary.

n Check the bpcd debug logs for problems or errors. See the NetBackup
Logging Reference Guide on how to enable and use these logs.

= Verify that the same NetBackup client service (bpcd) port number is specified
on both the NetBackup client and server (by default, 13782). Do one of the
following:
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Windows

UNIX NetBackup
servers

Check the NetBackup client service port number.

Start the Backup, Archive, and Restore interface on the
client. On the File menu, click NetBackup Client
Properties. In the NetBackup Client Properties dialog
box on the Network tab, check the NetBackup client
service port number.

Verify that the setting on the Network tab matches the
one in the services file. The services file is located in:

$SystemRoot%\system32\drivers\etc\services
(Windows)

The values on the Network tab are written to the
services file when the NetBackup client service starts.

The bpcd port numberisin the /etc/servicesfile. On
Windows NetBackup servers, see the Client Properties
dialog box in the Host Properties window.

See “Using the Host Properties window to access
configuration settings” on page 87.

Correct the port number if necessary. Then, on Windows clients and servers,
stop and restart the NetBackup Client service.

Do not change NetBackup port assignments unless it is necessary to resolve
conflicts with other applications. If you do change them, do so on all
NetBackup clients and servers. These numbers must be the same
throughout your NetBackup configuration.
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Verify that the NetBackup Request Service (bprd) port number on Microsoft
Windows is the same as on the server (by default, 13720). Do one of the
following:

Windows clients Check the NetBackup client service port number.

Start the Backup, Archive, and Restore interface on the
client. On the File menu, click NetBackup Client Properties.
In the NetBackup Client Properties dialog box on the
Network tab, check the NetBackup client service port number.

Verify that the setting on the Network tab matches the one in
the services file. The services file is located in:

$SystemRoot%\system32\drivers\etc\services
(Windows)

The values on the Network tab are written to the services
file when the NetBackup client service starts.

UNIX NetBackup The bprd port number is in the /etc/services file.

servers . . . ) )
See “Using the Host Properties window to access configuration

settings” on page 87.

Windows NetBackup  Set these numbers in the Client Properties dialog box in the
servers Host Properties window.

See “Using the Host Properties window to access configuration
settings” on page 87.

Verify that the hosts file or its equivalent contains the NetBackup server name.
The hosts files are the following:

Windows $SystemRoot%\system32\drivers\etc\hosts

UNIX /etc/hosts

Verify client-to-server connectability by means of ping or its equivalent from
the client (step 3 verified the server-to-client connection).

If the client’s TCP/IP transport allows telnet and ftp from the server, try these
services as additional connectivity checks.
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9 Use the bpclntemd utility to verify client to master server communications.
When the -pn and -sv options run on a client, they initiate inquiries to the
master server (configured in the server list on the client). The master server
then returns information to the requesting client.

See “About the bpcintcmd utility” on page 84.

10 Use the bptestbpcd utility to try to establish a connection from a NetBackup
server to the bpcd daemon on another NetBackup system. If successful, it
reports information about the sockets that are established.

A complete description of bptestbpcd is in the NetBackup Commands
Reference Guide.

11 Verify that the client operating system is one of those supported by the client
software.

Troubleshooting vnetd proxy connections

The Veritas Network Daemon vnetd process and its proxy processes enable
communication between NetBackup hosts and remote hosts.

The following topics contain security certificate revocation troubleshooting
information:

See “vnetd proxy connection requirements” on page 50.

See “Where to begin to troubleshoot vnetd proxy connections” on page 52.

See “Verify that the vnetd process and proxies are active” on page 52.

See “Verify that the host connections are proxied” on page 53.

See “Test the vnetd proxy connections” on page 53.

See “Examine the log files of the connecting and accepting processes” on page 56.
See “Viewing the vnetd proxy log files” on page 56.

If you cannot determine the cause of connection problems, contact your Veritas
support representative.

vnetd proxy connection requirements
For communication within the same NetBackup domain:

= Host ID-based certificates and a certificate revocation list must be present on
all NetBackup 8.1 and later hosts.
The NetBackup global security settings configure how NetBackup provisions
certificates.
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Verify the global settings under Security Management in the NetBackup
Administration Console.

To observe the certificates that NetBackup uses between hosts, use the
-verbose option with the bptestbpcd -host command and option and with the
bpclntcmd -pn command and option.

Host IDs must be mapped for host names on all NetBackup 8.1 and later hosts.
The NetBackup global security settings configure how NetBackup maps host
IDs to name.

Verify the global settings under Security Management in the NetBackup
Administration Console. Alternatively, you can use the following command
and option:

Windows:

install path\Veritas\NetBackup\bin\admincmd\nbseccmd
-getsecurityconfig -autoaddhostmapping

UNIX:

/usr/openv/netbackup/bin/admincmd/nbseccmd -getsecurityconfig

-autoaddhostmapping

For NetBackup hosts earlier than 8.1, you must allow insecure communication.
The NetBackup global security settings configure if NetBackup can communicate
with hosts earlier than 8.1.

Verify the global settings under Security Management in the NetBackup
Administration Console. Alternatively, you can use the following command
and option:

Windows:

install path\Veritas\NetBackup\bin\admincmd\nbseccmd
-getsecurityconfig -insecurecommunication

UNIX:

/usr/openv/netbackup/bin/admincmd/nbseccmd -getsecurityconfig

-insecurecommunication

The NetBackup web services on the master server must be active. To confirm
that they are active, use the following NetBackup command and option:
Windows: install path\Veritas\NetBackup\bin\nbcertcmd -ping

UNIX: /usr/openv/netbackup/bin/nbcertcmd -ping

If the master server is configured to use external CA-signed certificates, the
hosts should enroll their external CA-signed certificates with the appropriate
master server domain.

For more information on external CA support and certificate enroliment, refer
to the NetBackup Security and Encryption Guide.
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For Auto Image Replication, host ID-based certificates from the source master
server are required on all of the trusted master servers in the destination domains.

If the master server is configured to use external CA-signed certificates, ensure
that trust is established between the source and target master servers using external
CA-signed certificates.

For more information, see the NetBackup Deduplication Guide.

Where to begin to troubleshoot vnetd proxy connections

NetBackup status code 61 and status codes in the 76xx range relate to vnetd proxy
communication.

If a NetBackup job fails because of vnetd proxy connection problems, examine the
job details for the status codes of interest. Then, refer to the NetBackup
documentation for the explanations of status codes. Take note of any connection
IDs in the following format; they are helpful for additional troubleshooting:

{23FAD260-7D2F-11E7-91C6-2EB679166937} : OUTBOUND

If the failure is not during a NetBackup job, examine the exit status of the operation
for the status codes of interest. Also examine the debug logs for the processes that
are involved in the operation. Look first at the command that initiated the operation
or the service that performed the request.

You can find the status codes described in the following:

= The NetBackup Status Codes Reference Guide.

= The NetBackup Administration Console help.

= The Troubleshooter in the NetBackup Administration Console.
s The NetBackup OpsCenter help.

If a job did not run, verify that the vnetd process and its proxies are active.

Verify that the vnetd process and proxies are active

On Windows, you can use the Task Manager Processes tab (you must show the
Command Line column) to determine if the proxies are active. On UNIX and Linux,
you can use the NetBackup bpps command, as follows:

$ bpps

..output shortened..

root 13577 1 0 Jun27 ? 00:00:04 /usr/openv/netbackup/bin/vnetd -standalone

root 13606 1 0 Jun27 ? 00:01:55 /usr/openv/netbackup/bin/vnetd -proxy inbound proxy

-number 0

52


http://www.veritas.com/docs/DOC5332

root 13608 1 0 Jun27 ?

-number 0

Troubleshooting procedures
Troubleshooting vnetd proxy connections

root 13610 1 0 Jun27 ? 00:00:06 /usr/openv/netbackup/bin/vnetd -proxy http tunnel

Verify that the

110
127.0.0.1:42553 ->
127.0.0.1:35386 ->

Depending on which vnetd process or proxy is or is not running, try the following:
» [fthe vnetd process (-standalone) is not running, start it.

» If the vnetd process is running, examine the vnetd debug log to confirm that it
tries to start the proxies.

= Ifthe vnetd process tries to start the inbound and the outbound proxies: Examine
the proxy log file to determine why the proxy does not listen for connections.
Use the nbpxyhelper short component name or its originator ID 486 with the
vxlogview command.

» Ifthe vnetd process tries to start the HTTP tunnel proxy, examine the HTTP
tunnel proxy log. Use the nbpxytnl short component name or its originator ID
490 with the vxlogview command.

If the vnetd process and its proxies are active, determine if the connections are
proxied.

host connections are proxied

You can use the NetBackup bptestbpcd command on a NetBackup 8.1 or later
server to verify that the connections to a remote host are proxied, as follows:

Windows: install path\Veritas\NetBackup\bin\admincmd\bptestbpcd -host

remote host
UNIX: /usr/openv/netbackup/bin/admincmd/bptestbpcd -host remote host

The proxy in the following command output example shows that the connections
are proxied:

127.0.0.1:52236 PROXY 10.81.41.245:895 -> 10.81.40.148:1556
127.0.0.1:49429 PROXY 10.81.41.245:51325 -> 10.81.40.148:1556

If the connections are proxied, test the proxy connections.

Test the vnetd proxy connections

The NetBackup command that you use to test the vnetd proxy connections differs
between a server and a client.
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Testing a vnet proxy connection from a server

To test connections from a NetBackup 8.1 or later server to another NetBackup 8.1
or later host, you can use the NetBackup bptestbpcd command with the -verbose
option. Examine the command output for status codes or any indications of failure.

Then, refer to the NetBackup documentation for the explanations of the status
codes.

The following example shows a successful connection test from a NetBackup media

server named connect-host.example.com to @ media server named

accept-host.example.com:

# bptestbpcd -host accept-host.example.com -verbose

111

127.0.0.1:43697 -> 127.0.0.1:58089 PROXY 10.80.97.186:47054 -> 10.80.97.140:1556
127.0.0.1:52061 -> 127.0.0.1:58379 PROXY 10.80.97.186:37522 -> 10.80.97.140:1556
LOCAL CERT ISSUER NAME = /CN=broker/OU=root@master.example.com/O=vx
LOCAL_CERT_SUBJECT_COMMON_NAME = a753da%b-blff-4a5f-b57d-69ad4e2b4d7e29

PEER _CERT ISSUER NAME = /CN=broker/OU=root@master.example.com/O=vx

PEER_CERT SUBJECT_COMMON_NAME = b900a238-d7be-4c6e-8af6-19b5cldldecd

PEER_NAME = connect-host.example.com

HOST_NAME = accept-host.example.com

CLIENT_NAME = accept-host.example.com

VERSION = 0x08100000

PLATFORM = linuxR x86 2.6.18

PATCH_VERSION = 8.1.0.0

SERVER PATCH_VERSION = 8.1.0.0

MASTER_SERVER = master.example.com

EMM_SERVER = master.example.com

NB_MACHINE TYPE = MEDIA SERVER

SERVICE_TYPE = VNET DOMAIN CLIENT TYPE

PROCESS_HINT = 7157d866-8eb2-45bb-bde8-486790c0b40c

Conversely, the following example shows a connection test to the same media
server that fails after its security certificate was revoked:

# bptestbpcd -host accept-host.example.com -verbose
<l6>bptestbpcd main: Function ConnectToBPCD (accept-host.example.com) failed: 7653
<l6>bptestbpcd main: The Peer Certificate is revoked
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<l6>bptestbpcd main: The certificate of the host that you want to connect to is revoked.

Revocation Reason Code : 0 Revocation Time : 1502637798: 7653
The Peer Certificate is revoked

NetBackup hosts must have a valid host ID-based security certificate and a valid

certificate revocation list so they can communicate with other NetBackup hosts.
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The lack of either prevents communication. In this case, you can look up status
code 7653 to find the explanation for and recommended action to recover from the
error.

Testing a vnet proxy connection from a client

On a NetBackup 8.1 or later client, you can use the NetBackup bpc1ntcmd command
to test the connection to the master server. Examine the command output for status
codes or any indications of failure. Then, refer to the NetBackup documentation for
the explanations of status codes. The following is the command syntax:

Windows:

install path\Veritas\NetBackup\bin\bpclntcmd -pn -verbose
UNIX:

/usr/openv/netbackup/bin/bpclntcmd -pn -verbose

The following example shows a successful response to the bpclntcmd command:

# bpclntcmd -pn -verbose

expecting response from server master.example.com

127.0.0.1:52704 -> 127.0.0.1:33510 PROXY 10.80.97.186:40348 -> 10.80.97.157:1556
LOCAL CERT_ISSUER NAME = /CN=broker/OU=root@master.example.com/O=vx
LOCAL_CERT_SUBJECT COMMON_NAME = 7157d866-8eb2-45bb-bde8-486790c0b40c
PEER_CERT_ISSUER NAME = /CN=broker/OU=root@master.example.com/0O=vx

PEER CERT_SUBJECT_ COMMON_NAME = b900a238-d7be-4c6e-8af6-19b5cldldecd

PEER IP = 10.80.97.186

PEER PORT = 40348

PEER NAME = connect-host.example.com

POLICY CLIENT = *NULL*

0ld Domain Service Type VNET DOMAIN SERVER TYPE and Hint

New Domain Service Type VNET DOMAIN SERVER TYPE and Hint 7157d866-8eb2-45bb-bde8-486790c0b40c

Conversely, the following example shows a response to the bpcintcmd command
on a NetBackup client that has a revoked certificate:

# bpclntcmd -pn -verbose
Unable to perform peer host name validation. Curl error has occurred for peer name:
master.example.com, self name: connect-host: 0
[PROXY] Encountered error (VALIDATE PEER HOST PROTOCOL RUNNING) while processing
(ValidatePeerHostProtocol).: 1
Can't connect to host master.example.com: cannot connect on socket (25)

If the vnetd proxy connections are active, examine the log files of the connecting
and accepting processes
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Examine the log files of the connecting and accepting processes

A NetBackup process that initiates a connection is the connecting process, and the
target of that connection is the accepting process. The connecting and accepting
processes communicate with the respective outbound and inbound vnetd proxy
processes. Each proxy process verifies whether the connection is permitted.

The debug logs of the connecting process and the accepting process show their
interaction with the proxy. Examine the logs for any status codes and status
messages. Also examine the logs for the unique inbound and outbound connection
IDs. You can use those IDs if you need to examine the vnetd proxy process logs.
You can debug most connections from either host.

For example, the following connecting process log file excerpt shows that a host
validation failure prevented a connection:

Peer host validation failed for SECURE connection; Peer host:
accepting-host.example.com, Error: 8618, Message: Connection is
dropped, because the host ID-to-hostname mapping is not yet

approved.., nbu status = 7648, severity =1

A NetBackup host’'s names must be mapped to its host ID. If a host name is not
mapped properly in NetBackup, communication fails. In this case, you can look up
status code 7648 to find the explanation for and recommended action to recover
from the error.

If you do not find an indication of a problem by examining the connecting process
and accepting process log files, examine the vnetd proxy log files. You can use
the connection IDs to find relevant information.

Viewing the vnetd proxy log files

The vnetd proxy processes log to different files than vnetd itself. The following
table identifies the unified logging short component names and the originator IDs
for the vnetd proxies.

Table 2-9 vnetd proxy log files
Proxy Component name Originator ID
The inbound and the nbpxyhelper 486

outbound proxies

The HTTP tunnel nbpxytnl 490

The following is the NetBackup vx1logview command syntax to view the inbound
and the outbound proxy log file using the short component name:
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Windows: install path\Veritas\NetBackup\bin\vxlogview -p NB -i
nbpxyhelper

UNIX: /usr/openv/netbackup/bin/vxlogview -p NB -i nbpxyhelper

The vxlogview command includes options to refine the view of the log file. For
example, to troubleshoot vnetd proxy connections, you can use the connection ID
as follows:

vxlogview -p NB -i nbpxyhelper -X
' {23FAD260-7D2F-11E7-91C6-2EB679166937} : OUTBOUND'

Note: On Windows, omit the single quote marks from the connection ID string.

The NetBackup Commands Reference Guide describes the vx1ogview command
and its options.

The NetBackup Logging Reference Guide describes unified logging and how to
view the log files.

Troubleshooting security certificate revocation

For jobs, NetBackup writes the cause of failures to the Job Details. Jobs are
backups, restores, duplications, and replications. To troubleshoot errors related to
host certificates, examine the job details for the messages and the status codes.
Look for the messages that relate to certificates, revocation, and CRL. The status
codes that accompany the messages are closely adjacent. Look up the descriptions
of the status codes for explanations and recommended actions to resolve the issues.

You also may need to examine the vnetd proxy process log files. As with the job
details, examine the logs for the messages and the status codes that relate to
certificates, revocation, and CRL. Status codes that accompany a message are
closely adjacent.

See “Viewing the vnetd proxy log files” on page 56.

You can find the status codes described in the following:

= The NetBackup Status Codes Reference Guide.

s The NetBackup Administration Console help.

s The Troubleshooter in the NetBackup Administration Console.
s The NetBackup OpsCenter help.

A host's CRL may affect troubleshooting.

See “How a host’'s CRL affects certificate revocation troubleshooting” on page 59.
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The following topics describe how to troubleshoot several security certificate
revocation scenarios:

See “NetBackup job fails because of revoked certificate or unavailability of CRLs”
on page 60.

See “NetBackup job fails because of apparent network error” on page 61.
See “NetBackup job fails because of unavailable resource” on page 62.
See “Master server security certificate is revoked” on page 63.

If you cannot determine the cause of problems, contact your Veritas technical
support representative.

Troubleshooting cloud provider’s revoked SSL certificate issues

If SSL is enabled and the CRL option is enabled, each non-self-signed SSL
certificate is verified against the CRL. If the certificate is revoked, NetBackup does
not connect to the cloud provider.

For troubleshooting cloud storage CRL validation issues, refer to the following logs
for cURL error 60:

= tpcommand logs for configuration issues.

= bptm logs for backup and restore issues.

= nbrmms logs if the cloud storage server is down.

Symptoms:

= Cloud Storage creation fails.

= Backup job fails because the cloud storage server is down.

Causes:

» The certificate is revoked, NetBackup does not connect to the cloud provider.
= The CRL file failed to download.

Resolution:

= If the problem is a CRL verification failure, contact your security administrator

= If the problem is a download failure, verify the firewall settings. Refer to the
NetBackup Cloud Administrator’s Guide and ensure that you have met all the
requirements for CRL.
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Troubleshooting cloud provider’s CRL download issues

Download fails because any HTTP connection that is made to port 80 is blocked
in the media server.

Symptoms:

Cloud Storage creation fails.

Backup job fails because the cloud storage server is down.

Causes:

NetBackup cannot connect to the destination port 80.

The firewall setting does not allow connecting to unknown URLs.

Resolution:

Update the firewall setting to connect to port 80. If you cannot, turn off the CRL
check.

To turn off the CRL, change the cloud storage host properties. Refer to the
NetBackup Cloud Administrator’'s Guide for more information.

How a host’'s CRL affects certificate revocation troubleshooting

Each NetBackup host obtains a fresh certificate revocation list periodically. When
a host’s certification revocation list is up-to-date, job failure messages and status
codes are accurate and dependable. Likewise, NetBackup audit messages are
accurate and dependable.

However, if the CRL is not up-to-date, job failures may appear as network errors.
You may need to examine more than the NetBackup job details and command
output to isolate the error.

Each NetBackup host learns about new certificate revocations only when its CRL
is refreshed.

If a NetBackup CA-signed certificate is used

The CRL on the master server is generated every 60 minutes or within 5 minutes
of a revocation. Conversely, the interval at which other NetBackup hosts request
a new CRL from the master server may be longer.

The Security level for certificate deployment setting determines the CRL refresh
interval for all NetBackup hosts. Although all NetBackup hosts update their CRLs
on the same time interval, when each host requests a new CRL varies.

Verify the security settings under Security Management in the NetBackup
Administration Console.
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If an external CA-signed certificate is used

If a NetBackup host is configured to use CRLs from the path that is specified for
the Eca_crL_paTH configuration option, CRLs are refreshed as per
ECA_CRL_PATH SYNC_HOURS.

If the NetBackup host is configured to download CRLs from CDPs, CRLs are
refreshed as per ECA CRL_REFRESH_HOURS.

For more information about external certificate configuration options for CRLs and
the global security settings, see the NetBackup Security and Encryption Guide.

NetBackup job fails because of revoked certificate or unavailability

of CRLs

Symptom
A NetBackup job fails.

Cause

The cause may be one of the following reasons:

= The security certificate of the client is revoked.

= The security certificate of the media server that backs up the client is revoked.
= The security certificate of the master server is revoked.

= The CRL on the client, media server, or the master server is corrupted or missing.

Resolution
1. Examine the job details for the following message strings and adjacent status
codes:

= For certificate revocation, look for the message strings that contain
certificate and revoked.

n For the CRL, look for the message strings that contain certificate

revocation list OF CRL and missing, corrupted, Or unavailable.
2. If necessary, determine if the client or the media server certificate was revoked.
See “Determining a NetBackup host's certificate state” on page 64.

3. If an external CA-signed certificate is used, refer to the external certificate
section:

See “Troubleshooting issues with external CA-signed certificate revocation”
on page 67.
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Refer to the NetBackup documentation for the explanations for the status codes
and recommended actions for recovery. If possible, resolve the issue.

If you cannot resolve the issue in a timely fashion, remove the revoked host
from the backup policy or deactivate the policy. If the revoked host is the media
server, deactivate it. (You can ignore “NetBackup version” errors when you
deactivate the host.)

In case of NetBackup CA-signed certificate, after you resolve the security issue,
reissue the certificate for the revoked host. Certificate reissue is documented
in the NetBackup Security and Encryption Guide.

If necessary, add the client back to the backup policy, activate the backup
policy, or activate the media server.

NetBackup job fails because of apparent network error

Symptom

A job may fail with network error 23, 25, 59, or perhaps other network error.

Cause

The host certificate of a NetBackup client or the media server that backs it up may
be revoked. Also, the CRL on the client or the media server may be out-of-date,
missing, or corrupt. Therefore, the client or the media server cannot determine that
a host certificate is revoked. The job runs but communication fails and appears as
a network error.

Resolution

1.

Determine if the client or the media server certificate was revoked.
See “Determining a NetBackup host's certificate state” on page 64.
Optionally, verify the cause by doing one of the following:

= Log onto the revoked host and examine the vnetd proxy log file. Look for
the message strings that contain the following:

m PEER _HOST PROTOCOL_ERROR
m certificate revocation list

s CRL and missing Or corrupted
See “Viewing the vnetd proxy log files” on page 56.

» Use the NetBackup bptestbpcd command to see if a host certificate is
revoked.
See “Determining a NetBackup host's certificate state” on page 64.
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Resolve the issue:

If the CRL on a host is missing or corrupt, refresh the CRL on that host.

How to refresh a host’'s CRL is documented in the NetBackup Security and
Encryption Guide.

If an external CA-signed certificate is used, refer to the external certificate
section.

See “Troubleshooting issues with external CA-signed certificate revocation”
on page 67.

If NetBackup CA-signed host certificate is revoked, resolve the security
issue and then reissue the certificate.

How to reissue a certificate is documented in the NetBackup Security and
Encryption Guide.

NetBackup job fails because of unavailable resource

Symptom

A problem with a certificate or CRL may appear as an unavailable resource. For
example, the job details may show that a storage server is down or unavailable. A
job may run for an extended period of time before it times out.

Cause

The security certificate of the media server that backs up or restores the client is
revoked. Or for disk-based storage, the certificate of the storage server may be
revoked.

Resolution

1.

Determine the state of the security certificate on the client and the media server
or the storage server.

See “Determining a NetBackup host's certificate state” on page 64.

Depending on which host has the revoked certificate, do one of the following:

If the revoked host is a client, remove it from the backup policy or deactivate
the policy.

If the revoked host is the media server or a storage server, deactivate it.
(You can ignore “NetBackup version” errors when you deactivate the host.)

If possible, change the storage unit to use a different media server or storage
server.

Investigate the revoked host to determine the security issue and then resolve
the issue.
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If an external CA-signed certificate is used, refer to the external certificate
section.

See “Troubleshooting issues with external CA-signed certificate revocation”
on page 67.

If a NetBackup CA-signed host certificate is revoked, resolve the security issue
and then reissue the certificate. Certificate reissue is documented in the
NetBackup Security and Encryption Guide.

After you return the revoked host to service, revert any policy changes you
made to prevent jobs for the client or reactivate the media server.

Master server security certificate is revoked

A revoked security certificate on a NetBackup master server is the worst case
scenario for NetBackup security. The following symptoms may indicate that the
master server certificate is revoked:

Jobs fail with network errors.
Media servers deactivate spontaneously.

The vnetd proxy process log files on hosts show that the master server’s
certificate is revoked.
See “Viewing the vnetd proxy log files” on page 56.

The bptestbpcd -host master server command output may show that the
master server’s certificate is revoked.
See “Determining a NetBackup host's certificate state” on page 64.

If the master server is compromised and remains
compromised, do the following:

If a NetBackup CA-signed certificate is used

1.
2.

Do not trust the certificate revocation list on any host.

Resolve the issue, reissue the master server’s security certificate, and then
return the master server to service.

If you cannot resolve the issue and return the master server to service, replace
it. You must then reissue all host certificates.

If an external CA-signed certificate is used, you can undo the revocation of the
master server’s certificate or enroll a new certificate for the master server.

See “Troubleshooting issues with external CA-signed certificate revocation”
on page 67.
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Determining a NetBackup host's certificate state
If NetBackup CA-signed certificate is used

You can determine the state of a NetBackup certificate: Active or Revoked. Doing
so may help troubleshoot connection and communication problems. Three methods
exist to determine a certificate state, as follows:

Verify a host certificate from The method uses the NetBackup nbcertcmd command.

the host itself See “To verify the host's certificate state from the host”

on page 65.

Verify a host certificate from The method uses the NetBackup bptestbpcd command.

a NetBackup server See “To verify from a NetBackup server if a different host’s

certificate is revoked” on page 65.

Verify a host certificate from See “To verify a host’s certificate using the NetBackup
the NetBackup Administration Console” on page 66.
Administration Console



Troubleshooting procedures
Troubleshooting security certificate revocation

To verify the host's certificate state from the host

1

Optionally, on the NetBackup host run the following command as an
administrator to get the most recent certificate revocation list:

UNIX: /usr/openv/netbackup/bin/nbcertcmd -getCRL [-server

master_server name]

Windows: install path\NetBackup\bin\nbcertcmd -getCRL [-server

master_server name]

To get a CRL from a NetBackup domain other than the default, specify the
-server master server name option and argument.

On the NetBackup host, run the following command as an administrator:

UNIX: /usr/openv/netbackup/bin/nbcertcmd -hostSelfCheck [-cluster]

[-server master server name]

Windows: install path\NetBackup\bin\nbcertcmd -hostSelfCheck

[-cluster] [-server master server name]

Use one or both of the following options if necessary:

-cluster Use this option on the active node of a NetBackup master server cluster
to verify the certificate of the virtual host.

-server Use this option with the master_server_name argument to verify a
certificate from a master server other than the default.

Examine the command output. The output indicates that either the certificate
is or is not revoked.

To verify from a NetBackup server if a different host’s certificate is revoked

1

As an administrator on the NetBackup master server or a NetBackup media
server, run the following command:

UNIX: /usr/openv/netbackup/bin/admincmd/bptestbpcd ~host hostname

-verbose

Windows: install path\NetBackup\bin\bptestbpcd -host hostname

-verbose
For -host hostname, specify the host for which you want to verify the certificate.

Examine the command output. If the certificate on the specified host is revoked,
the command output includes the string The Peer Certificate is revoked.
If the command output does not include that string, the certificate is valid.
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To verify a host’s certificate using the NetBackup Administration Console

1 In NetBackup Administration Console, expand Security Management >
Certificate Management.

2 For the host of interest, examine the Certificate State column for state of the
certificate.
If external CA-signed certificate is used

You can determine the state of an external CA-signed host certificate: Active or
Revoked. Doing so may help troubleshoot connection and communication problems.

Two methods exist to determine a certificate state, as follows:
Verify ahost ~ See “To verify a host certificate from the host itself’ on page 66.

certificate from
the host itself

Verify a host ~ See “To verify from a NetBackup server if a different host’s certificate is
certificate from revoked” on page 67.

a NetBackup

server

To verify a host certificate from the host itself

1 Refresh the CRLs in the NetBackup CRL cache.

See “Troubleshooting issues with external CA-signed certificate revocation”
on page 67.

2 On the NetBackup host, run the following command as an administrator:
UNIX: /usr/openv/netbackup/bin/nbcertcmd -hostSelfCheck [-cluster]

Windows: install path\NetBackup\bin\nbcertcmd -hostSelfCheck

[-cluster]

Use the -cluster option on the active node of a clustered master server to
verify the certificate of the virtual name.

3 Examine the command output. The output indicates whether the certificate is
revoked or not.
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To verify from a NetBackup server if a different host’s certificate is revoked

1 As an administrator on the NetBackup master server or a NetBackup media
server, run the following command:

UNIX: /usr/openv/netbackup/bin/admincmd/bptestbpcd ~host hostname

-verbose

Windows: install path\NetBackup\bin\bptestbpcd -host hostname

-verbose
For -host hostname, specify the host for which you want to verify the certificate.

2 Examine the command output. If the certificate on the specified host is revoked,
the command output includes the string 'The Peer Certificate is revoked'. If the
command output does not include that string, the certificate is valid.

Troubleshooting issues with external CA-signed certificate revocation

The NetBackup CRL cache is updated with the required CRLs using either
ECA CRL_paTH or CDPs.

For more details, refer to the About certificate revocation lists for external CA chapter
from the NetBackup Security and Encryption Guide.

Symptom
The certificate revocation list is unavailable (NetBackup status code - 5982)

Cause

= The NetBackup is not configured with correct CRL path or the certificate does
not contain valid CDP.

= The host does not have a CRL cached in the NetBackup CRL cache.

Resolution

1 Ifthe Eca cr1_paTH setting is specified in the NetBackup configuration file,
ensure the following:

= ECA CRL PATH has the correct CRL directory path

= CRL directory contains CRLs for all required certificate issuers (based on
the ECA CRL_CHECK setting)

If the CDP is used (Eca_cRL_PpATH is not specified)

= Ensure that the certificate has at least one CDP (with HTTP/HTTPS protocol)
that points to a CRL that includes revocation information for all reasons.
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s CDP URL is accessible.

2 Ensure that the CRL is valid in the directory specified for EcaA_cr1_paTH or at
CDP location.

= CRLis in PEM or DER format.

s CRL is not expired.

= CRL is not a delta CRL.

s CRL's last update date is not in future.

3 Ifthe bpclntemd -crl download service is running, terminate it using the
bpclntcmd -terminate command and retry the operation.

4 Examine the required CRLs are available in the NetBackup CRL cache at the
following location:

UNIX:/usr/openv/var/vxss/crl
Windows: install_path\NetBackup\var\vxss\crl
5 If the issue persists, examine bpclntcnd logs at the following location:
UNIX: /usr/openv/netbackup/logs/bpclntcemd
Windows: install path\NetBackup\logs\bpclntcmd
Symptom
The NetBackup is functioning correctly even if the certificate is revoked or the
NetBackup operations are failing with the error ‘certificate is revoked’ even if the
certificate is not revoked.
Cause

The NetBackup host’s CRL cache is not updated.
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Resolution

1  Verify if the CRLs at the following location are updated:
UNIX: /usr/openv/var/vxss/crl
Windows: install path\NetBackup\var\vxss\crl

If not, cleanup the cached CRLs for issuers in the certificate chain as per the
ECA_CRL_CHECK setting.

For cleanup operation, use the nbcertcmd -cleanupCRLCache -issuerHash
SHA-1_hash_of CRL issuer name command.

2 Ifthe Eca crL paTH setting is specified in the NetBackup configuration file,
ensure that it contains the latest CRLs for all the required issuers.

3 Ifthe bpclntemd -crl _download service is running, terminate it using the
bpclntcmd -terminate command and retry the operation.

About troubleshooting networks and host names

In a configuration with multiple networks and clients with more than one host name,
NetBackup administrators must configure the policy entries carefully. They must
consider the network configuration (physical, host names and aliases, NIS/DNS,
routing tables, and so on). If administrators want to direct backup and restore data
across specific network paths, they especially need to consider these things.

For a backup, NetBackup connects to the host name as configured in the policy.
The operating system’s network code resolves this name and sends the connection
across the network path that the system routing tables define. The bp. conf file is
not a factor making this decision.

For restores from the client, the client connects to the master server. For example,
on a UNIX computer, the master server is the first one named in the
/usr/openv/netbackup/bp.conf file. On a Windows computer, the master server
is specified on the Server to use for backups and restores drop-down of the
Specify NetBackup Machines and Policy Type dialog box. To open this dialog,
start the NetBackup Backup, Archive, and Restore interface and click Specify
NetBackup Machines and Policy Type on the File menu. The client’s network
code that maps the server name to an IP address determines the network path to
the server.

Upon receipt of the connection, the server determines the client’s configured name
from the peer name of its connection to the server.

The peer name is derived from the IP address of the connection. This means that
the address must translate into a host name (using the gethostbyaddr () network
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routine). This name is visible in the bprd debug log when a connection is made as
in the line:

Connection from host peername ipaddress ...

The client’s configured name is then derived from the peer name by querying the
bpdom process on UNIX computers. On Windows computers, you must query the
NetBackup Database Manager service.

The bpdom process compares the peer name to a list of client names that are
generated from the following:

= All clients for which a backup has been attempted
= All clients in all policies

The comparison is first a string comparison. The comparison is verified by comparing
host names and the aliases that are retrieved by using the network function
gethostbyname ().

If none of the comparisons succeed, a more brute force method is used, which
compares all names and aliases using gethostbyname ().

The configured name is the first comparison that succeeds. Note that other
comparisons might also have succeeded if aliases or other "network names" are
configured.

If the comparison fails, the client’s host name as returned by the gethostname ()
function on the client is used as the configured name. An example of a failed
comparison: the client changes its host name but its new host name is not yet
reflected in any policies.

These comparisons are recorded in the bpdbm debug log if vERBOSE is set. You can
determine a client’s configured name by using the bpcintcmd command on the
client. For example:

# /usr/openv/netbackup/bin/bpclntcmd -pn (UNIX)

# install path\NetBackup\bin\bpclntcmd -pn (Windows)

expecting response from server wind.abc.me.com

danr.abc.me.com danr 194.133.172.3 4823

Where the first output line identifies the server to which the request is directed. The
second output line is the server’s response in the following order:

= Peer name of the connection to the server
= Configured name of the client

» |P address of the connection to the server
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s Port number that is used in the connection

When the client connects to the server, it sends the following three names to the
server:

m Browse client
m Requesting client
m Destination client

The browse client name is used to identify the client files to list or restore from. The
user on the client can modify this name to restore files from another client. For
example, on a Windows client, the user can change the client name by using the
Backup, Archive, and Restore interface. (See the NetBackup online Help for
instructions). For this change to work, however, the administrator must also have
made a corresponding change on the server.

See the NetBackup Administrator’s Guide, Volume |.
The requesting client is the value from the gethostname () function on the client.

The destination client name is a factor only if an administrator pushes a restore to
a client from a server. For a user restore, the destination client and the requesting
client are the same. For an administrator restore, the administrator can specify a
different name for the destination client.

By the time these names appear in the bprd debug log, the requesting client name
has been translated into the client’s configured name.

The name that used to connect back to the client to complete the restore is either
the client’'s peer name or its configured name. The type of restore request (for
example, from root on a server, from a client, to a different client, and so on)
influences this action.

When you modify client names in NetBackup policies to accommodate specific
network paths, the administrator needs to consider:

= The client name as configured on the client. For example, on UNIX the client
name is CLIENT NAME in the client’s bp. conf£ file. On a Windows client, it is on
the General tab of the NetBackup Client Properties dialog box. To open this
dialog box, select NetBackup Client Properties from the File menu in the
Backup, Archive, and Restore interface.

= The client as currently named in the policy configuration.

= The client backup and archive images that already exist as recorded in the
images directory on the master server. On a UNIX server, the images directory
is /usr/openv/netbackup/db/images. On a Windows NetBackup server, the
images directory is install path\NetBackup\db\images.
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Any of these client names can require manual modification by the administrator if
the following: a client has multiple network connections to the server and restores
from the client fail due to a connection-related problem.

On UNIX, the public domain program traceroute (not included with NetBackup)
often can provide valuable information about a network’s configuration. Some
system vendors include this program with their systems. For Windows, use the
tracert command.

The master server may be unable to reply to client requests, if the Domain Name
Services (DNS) are used and the following is true: The name that the client obtains
through its gethostname () library (UNIX) or gethostbyname () network (Windows)
function is unknown to the DNS on the master server. The client and the server
configurations can determine if this situation exists. gethostname () or
gethostbyname () on the client may return an unqualified host name that the DNS
on the master server cannot resolve.

Although you can reconfigure the client or the master server DNS hosts file, this
solution is not always desirable. For this reason, NetBackup provides a special file
on the master server. This file is as follows:

/usr/openv/netbackup/db/altnames/host.xlate (UNIX)
install path\NetBackup\db\altnames\host.xlate (Windows)

You can create and edit this file to force the desired translation of NetBackup client
host names.

Each line in the host.x1ate file has three elements: a numeric key and two host
names. Each line is left justified, and a space character separates each element
of the line.

key hostname from client client as known by server

The following describes the preceding variables:

= keyis a numeric value used by NetBackup to specify the cases where the
translation is to be done. Currently this value must always be 0, which indicates
a configured name translation.

m hostname_from_client is the value to translate. This value must correspond to
the name that the client’s gethostname () function obtains and sends to the
server in the request.

» client_as_known_by_serveris the name to substitute for hostname_from_client
when the client responds to requests. This name must be the name that is
configured in the NetBackup configuration on the master server. It must also be
known to the master server’s network services.

This following is an example:
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0 danr danr.eng.aaa.com

When the master server receives a request for a configured client name (numeric
key 0), the name danr always replaces the name danr.eng.aaa.com. The problem
is resolved, assuming the following:

s The client’s gethostname () function returns danr.

s The master server’s network services gethostbyname () function did not
recognize the name danr.

= The client was configured and named in the NetBackup configuration as
danr.eng.aaa.com and this name is also known to network services on the
master server.

Verifying host name and service entries in
NetBackup

This procedure is useful if you encounter problems with host names or network
connections and want to verify that the NetBackup configuration is correct. Several
examples follow the procedure.

For more information on host names, see the NetBackup Administrator’s Guide,
Volume II.

See “About troubleshooting networks and host names” on page 69.
To verify the host name and service entries in NetBackup

1  Verify that the correct client and server host names are configured in
NetBackup. The action you take depends on the computer that you check.
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Do the following:

On the Server to use for backups and restores drop-down list, ensure that a server
entry exists for the master server and each media server.
Start the Backup, Archive, and Restore interface on the client. On the File menu, click
Specify NetBackup Machines and Policy Type. In the Specify NetBackup Machines
and Policy Type dialog box, click the Server to use for backups and restores drop-down
list.
On Windows computers, the correct server must be designated as the current master
server in the list. If you add or modify server entries on the master server, stop and restart
the NetBackup Request service and NetBackup Database Manager services.

= On the General tab, verify that the client name setting is correct and matches what is in
the policy client list on the master server.
Start the Backup, Archive, and Restore interface on the client. On the File menu, click
NetBackup Client Properties. In the NetBackup Client Properties dialog box, click the
General tab.

= On a master or a media server, ensure that a server entry exists for each Windows
administrative client to use to administer that server.

s Ensure that host names are spelled correctly in the bp . con £ file (UNIX) or in the servers
list (Windows) on the master server. If a host name is misspelled or cannot be resolved
with gethostbyname, the following error messages are logged on the NetBackup error

log:

Gethostbyname failed for

<host name>:<h _errno_string> (<h_errno>)

One or more servers was excluded from the server
list because gethostby name () failed.

You can also make these changes on the appropriate tabs in the properties dialog boxes on
a Windows NetBackup server

See “Using the Host Properties window to access configuration settings” on page 87.

Check the server and the client name entries in the bp . conf file by doing the following:

Ensure that a SERVER entry exists for the master server and each media server in the
configuration. The master server must be the first name in the list.
If you add or modify SERVER entries on the master server, stop and restart bprd and
bpdbm before the changes take effect.

» The bp.conf of the master server does not require the addition of other clients, other than
the master server as CLIENT NAME = master server name.The name is added by
default.

The bp. conf file is in the /usr/openv/netbackup directory on UNIX clients.

UNIX client users can also have a personal bp . conf file in their home directory. A
CLIENT NAME option in $HOME/bp.conf overrides the option in
/usr/openv/netbackup/bp.conf.
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On the master server  Verify that you have created any of the following required files:

= install path\NetBackup\db\altnames files (Windows)
m /usr/openv/netbackup/db/altnames files (UNIX)

Pay particular attention to requirements for host . x1ate file entries.

2 Verify that each server and client have the required entries for NetBackup
reserved port numbers.

The following examples show the default port numbers.

See “Example of host name and service entries on UNIX master server and
client” on page 77.

See “Example of host name and service entries on UNIX master server and
media server” on page 79.

See “Example of host name and service entries on UNIX PC clients”
on page 81.

See “Example of host name and service entries on UNIX server that connects
to multiple networks” on page 82.

Do not change NetBackup port assignments unless it is necessary to resolve
conflicts with other applications. If you do change them, do so on all NetBackup
clients and servers. These numbers must be the same throughout your
NetBackup configuration.

3 On NetBackup servers, check the services files to ensure that they have entries
for the following:

m bpcdand bprd
m vmd
m  bpdbm

= Processes for configured robots.
See the NetBackup Device Configuration Guide.

Verify the NetBackup client daemon or service number, and the request daemon
or service port number. The action you take depends on whether the client is
UNIX or Microsoft Windows.

On UNIX clients Check the bprd and the bpcd entries in the /etc/services
file.
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On Microsoft Verify that the NetBackup Client Service Port number and
Windows clients NetBackup Request Service Port number match settings in the
services file by doing the following:

Start the Backup, Archive, and Restore interface on the client. On
the File menu, click NetBackup Client Properties. In the
NetBackup Client Properties dialog box on the Network tab,
select the following: The NetBackup Client Service Port number
and NetBackup Request Service Port number.

The values on the Network tab are written to the services file
when the NetBackup Client service starts.

The services file is in the following location:

$SystemRoot%$\system32\drivers\etc\services

On UNIX servers and clients, ensure that the bpcd -standalone process is
running.

On Windows servers and clients, verify that the NetBackup Client service is
running.

If you use NIS in your network, update those services to include the NetBackup
information that is added to the /etc/services file.

NIS, WINS, or DNS host name information must correspond to what is in the
policy configuration and the name entries. On Windows NetBackup servers
and Microsoft Windows clients, do the following:

= Check the General tab:
Start the Backup, Archive, and Restore interface on the client. On the
File menu, click NetBackup Client Properties. In the NetBackup Client
Properties dialog box, click the General tab.

= Check the Server to use for backups and restores drop-down list:
Start the Backup, Archive, and Restore interface on the client. On the
File menu, click Specify NetBackup Machines and Policy Type. In the
Specify NetBackup Machines and Policy Type dialog box, click the
Server to use for backups and restores drop-down list.

m  Check the bp.conf file on UNIX servers and clients.
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= Verify that reverse DNS addressing is configured.

8 Use the bpcintend utility to confirm the setup of the IP addresses and host
names in DNS, NIS, and local hosts files on each NetBackup node.

Note: FT (Fibre Transport) target devices are named based on the host name
or domain name response from the device. If any alternate computer names
for different VLAN network interface names appear in the
SERVER/MEDIA_SERVER entries of the DNS (Domain Name System) or the
host files, the primary name must appear first.

See “About the bpcintcmd utility” on page 84.

Example of host name and service entries on UNIX master server
and client

The following illustration shows a UNIX master server with one UNIX client.



Figure 2-1
UNIX
master jupiter
server

Troubleshooting procedures

Verifying host name and service entries in NetBackup

UNIX master server and client

Ethernet
Policy Client List
UNIX
oo mars .
jupiter client
mars

usr/openv/netbackup/bp.conf

SERVER=jupiter
CLIENT_NAME-=jupiter

bpcd -standalone

usr/openv/netbackup/bp.conf

SERVER=jupiter
CLIENT_NAME=mars

/etc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd
bpdbm 13721/tcp bpdbm

#Volume Manager services
vmd 13701/tcp vmd

bpcd -standalone

letc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd

Consider the following about Figure 2-1:
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= All applicable network configuration must be updated to reflect the NetBackup
information. For example, this information could include the /etc/hosts file and
NIS, and DNS (if used).

Example of host name and service entries on UNIX master server
and media server
The following illustration shows a UNIX NetBackup media server named saturn.

Note the addition of a sERVER entry for saturn in the bp. conf files on all the
computers. This entry is second, beneath the one for the master server jupiter.
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saturn

Figure 2-2 UNIX master and media servers
UNIX UNIX
master jupiter media
server server
Ethernet

. . . UNIX

Policy Client List mars client

jupiter

mars

saturn

v

\ 4

usr/openv/netbackup/bp.conf

SERVER-=jupiter
SERVER=saturn
CLIENT_NAME-=jupiter

usr/openv/netbackup/bp.conf

SERVER=jupiter
SERVER=saturn
CLIENT_NAME=mars

usr/openv/netbackup/bp.conf

SERVER=jupiter
SERVER=saturn
CLIENT_NAME-=saturn

bpcd -standalone

bpcd -standalone

bpcd -standalone

/etc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd
bpdbm 13721/tcp bpdbm

#Volume Manager services
vmd 13701/tcp vmd

/etc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd

Consider the following about Figure 2-2:

= All applicable network configuration must be updated to reflect the NetBackup
information. For example, this information could include the /etc/hosts file and

NIS, and DNS (if used).

/etc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd
bpdbm 13721/tcp bpdbm

#Volume Manager services
vmd 13701/tcp vmd
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Example of host name and service entries on UNIX PC clients

The following illustration shows a NetBackup master server with PC (Windows)
clients. Server configuration is the same as it is for UNIX clients. These clients do
not have inetd.conf entries.

Figure 2-3
UNIX
master jupiter
server

UNIX PC clients

Ethernet

Policy Client List

jupiter
mars
saturn

usr/openv/netbackup/bp.conf

SERVER-=jupiter
SERVER=saturn
CLIENT_NAME=jupiter

bpcd -standalone

letc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd
bpdbm 13721/tcp bpdbm

#Volume Manager services
vmd 13701/tcp vmd

mars

v

Windows

saturn Client

v

bp.ini

[bp]
ClientName=mars

[servers]
master=jupiter

[clients]
browser=jupiter

[tepip]
bpcd=13782
bprd=13720

NetBackup Client Properties dialog

box

Servers

Server List: jupiter

General

Client Name: saturn

Network

NetBackup Client Service Port: 13782
NetBackup Request Service
Port: 13720
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Consider the following about Figure 2-3:

= All applicable network configuration must be updated to reflect the NetBackup

information. For example, this information could include the /etc/hosts file and
NIS, and DNS (if used).

Example of host name and service entries on UNIX server that
connects to multiple networks

The following illustration shows a NetBackup server with two Ethernet connections

and clients in both networks. The server host name is jupiter on one and meteor
on the other.



Figure 2-4

UNIX

. mars
client
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usr/openv/netbackup/bp.conf

SERVER-=jupiter
SERVER=meteor
SERVER=saturn
CLIENT_NAME=mars

bpcd -standalone

/etc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd

UNIX server connects to multiple networks
UNIX
media saturn
server
Ethernet
T
jupiter UNIX
master
meteor server
Ethernet
Policy Client List UNIX
- pluto client
jupiter
mars
saturn
pluto

v

usr/openv/netbackup/bp.conf

SERVERS=jupiter
SERVER=meteor
SERVER=saturn
CLIENT_NAME-=jupiter

usr/openv/netbackup/bp.conf

SERVERS=jupiter
SERVER=meteor
SERVER=saturn
CLIENT_NAME-=pluto

bpcd -standalone

/etc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd
bpdbm 13721/tcp bpdbm

#Volume Manager services
vmd 13701/tcp vmd

Consider the following about Figure 2-4:

bpcd -standalone

letc/services
#NetBackup services
bpcd 13782/tcp bpcd
bprd 13720/tcp bprd
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= All applicable network configuration must be updated to reflect the NetBackup
information. For example, this information could include the /etc/hosts file and
NIS, and DNS (if used).

This example illustrates a UNIX server that connects to multiple networks. The
NetBackup policy client list specifies jupiter as the client name for the master server.
The list can show either jupiter or meteor but not both.

The NetBackup server list on the master server has entries for both jupiter and
meteor. The reason for both is that when the server does a backup, it uses the
name that is associated with the client it backs up. For example, it uses the meteor
interface when it backs up pluto and the jupiter interface when it backs up mars.
The first server entry (master server name) is jupiter because that is the name used
to back up the client on the master server.

The NetBackup server list for the other computers also has entries for both the
Jjupiter and the meteor interfaces. This setup is recommended to keep the server
entries the same on all clients and servers in the configuration. It would be adequate
to list only the master-server name for the local network interface to the client
computer or media server. (For example, list meteor for pluto.)

For the network that is shown, the only configurations that are required are the
differences for the policy client list and the server list. If all the standard networking
files (hosts, WINS, NIS, DNS, and routing tables) are set up correctly, all required
network connections can be made.

bpcintcmd utility

The bpclntcemd utility resolves IP addresses into host names and host names into
IP addresses. It uses the same system calls as the NetBackup application modules.

With the —pn option, bpclntcmd connects to the master server and returns how the
master server sees the connecting host: source IP address and port number, host
name to which the IP resolves, and policy client for that host name. Add the
-verbose option to see additional connection details including the host certificates
that NetBackup uses to authenticate the hosts.

The following directory contains the command that starts the utility:

Windows install path\NetBackup\bin

UNIX /usr/openv/netbackup/bin

On Windows, run this bpclntcmd command in an MS-DOS command window so
you can see the results.
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The bpclntcemd options that are useful for testing the functionality of the host name
and IP address resolution are -ip, -hn, -sv, and -pn. The following topics explain
each of these options:

_|p

bpclntcmd -ip IP Address

The -ip option lets you specify an IP address. bpclntcmd uses
gethostbyaddr () onthe NetBackup node and gethostbyaddr () returns
the host name with the IP address as defined in the following: the node’s
DNS, WINS, NIS, or local hosts file entries. No connection is established
with the NetBackup server.

bpclntcmd -hn Hostname

The -hn option specifies a host name. bpc1ntcmd uses gethostbyname ()
on the NetBackup node to obtain the IP address that is associated with the
host name defined in the following: the node’s DNS, WINS, NIS, or local
hosts file entries. No connection is established with the NetBackup server.

bpclntcmd -sv
The -sv option displays the NetBackup version number on the master server.

When the -pn option is run on a NetBackup client, it initiates an inquiry to
the NetBackup master server. The server then returns information to the
requesting client. First, the server is the first server in the server list. Then
it displays the information that the server returns. The information the server
returns is from the perspective of the master server and describes how the
master server sees the connecting client. For example:

bpclntcmd -pn
expecting response from server rabbit.friendlyanimals.com
dove.friendlyanimals.com dove 123.145.167.3 57141

The following is true of this command example:

m expecting response from server
rabbit.friendlyanimals.com is the master server entry from the
server list on the client.

s dove.friendlyanimals.comn is the connection name (peer name)
returned by the master server. The master server obtained this name
through getaddrinfo ().

» dove is the client name configured in the NetBackup policy client list.

m 123.145.167.3is the source IP address from which the client connected
to the master server.

m 57141 is the source port number of the connection from the client.
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-verbose Use with the —-pn option to display more details about the connection and
the host certificates used. The following is an example of the output:

$ bpclntcmd -pn -verbose

expecting response from server rabbit.friendlyanimals.com
127.0.0.1:34923 -> 127.0.0.1:50464 PROXY 123.145.167.3:27082
-> 192.168.0.15:1556

LOCAL CERT ISSUER NAME = /CN=broker/OU=root@
rabbit.friendlyanimals.com /O=vx

LOCAL CERT_ SUBJECT COMMON NAME =
fad46a25-1fe2-4143-a62b-2dc0642d8c45

PEER_CERT_ISSUER_NAME = /CN=broker/OU=root@
rabbit.friendlyanimals.com /O=vx

PEER CERT SUBJECT COMMON NAME =
3caB8abl8-8eb3-4c8e-825d-faee9£9320d1

PEER IP = 123.145.167.3

PEER _PORT = 27082

PEER_NAME = dove.friendlyanimals.com

POLICY CLIENT = dove

Use -ip and -hn to verify the ability of a NetBackup node to resolve the IP addresses
and host names of other NetBackup nodes.

For example, to verify that a NetBackup server can connect to a client, do the
following:

= On the NetBackup server, use bpclntcmd -hn to verify the following: The
operating system can resolve the host name of the NetBackup client (as
configured in the client list for the policy) to an IP address. The IP address is
then used in the node’s routing tables to route a network message from the
NetBackup server.

= On the NetBackup client, use bpcintcmd -ip to verify that the operating system
can resolve the IP address of the NetBackup server. (The IP address is in the
message that arrives at the client’'s network interface.)

Note: The bpcintcmd command logs messages to the
usr/openv/netbackup/logs/bpclntcmd directory (UNIX) or the

install path\NetBackup\logs\bpclntcmd (Windows). For earlier versions of
NetBackup, bpclntcmd logs are sent to the bplist directory, not the bpcintcemd
directory.
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Using the Host Properties window to access
configuration settings

The Host Properties window in the NetBackup Administration Console provides
access to many configuration settings for NetBackup clients and servers. For
example, you can modify the server list, email notification settings, and various
timeout values for servers and clients. The following are general instructions for
using this window.

The NetBackup Client Properties dialog box in the Backup, Archive, and Restore
interface on Windows clients lets you change NetBackup configuration settings
only for the local computer where you are running the interface. Most settings in
the NetBackup Client Properties dialog box are also available in the Host
Properties window.

To use the Host Properties window to access configuration settings

1 Inthe NetBackup Administration Console, in the left pane, expand
NetBackup Management > Host Properties.

2 Depending on the host to be configured, select Master Servers, Media
Servers, or Clients.

3 On the Actions menu, select Properties.

In the Properties dialog box, in the left pane, click the appropriate property
and make your change.

Resolving full disk problems

If NetBackup is installed on a disk or a file system that fills up, such as with logging
files, a number of problems can result. NetBackup may become unresponsive. For
example, NetBackup jobs may remain queued for long periods, even though all
NetBackup processes and services are running.

To resolve the full disk problems that are caused by NetBackup log files

1 Clear up disk space in the directory where NetBackup is installed by doing the
following:

= You may need to delete log files manually, reduce logging levels, and adjust
log retention to have log files automatically deleted sooner.
See the NetBackup Logging Reference Guide for more information about
logging levels, log file retention, and how to configure unified logging.
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= Consider moving the NetBackup unified logging files to a different file
system.

Use the Activity Monitor to verify that the NetBackup relational database service
is running.

This service is the NB_dbsrv daemon on UNIX and the NetBackup Relational
Database Manager service on Windows.

If the NetBackup relational database service is stopped, note the following:

= Do not stop the nbrb service. If you stop the nbrb service while the
NetBackup relational database service is down, it can result in errors.

= Restart the NetBackup relational database service.
Verify that the NetBackup relational database service is running.

If it is not and you remove files to free up disk space, you may not fix the
problem. The relational database service must be restarted to allow the
Resource Broker (nbrb) to allocate job resources.

To resolve full disk problems on the NBDB file system

1
2

Shut down the NetBackup daemons.

Compress the staging directory and put a copy in a safe location.
UNIX: /usr/openv/db/staging

Windows: install path\VERITAS\NetBackupDB\staging

This copy is a backup of the database as of the last catalog backup.
Run a validation on the database:

UNIX: /usr/openv/db/bin/nbdb_admin -validate -full -verbose

Windows: install path\VERITAS\NetBackup\bin\ nbdb_admin -validate

—-full -verbose

If validation fails, contact Veritas Support.

If validation succeeds, run a database rebuild:

UNIX: /usr/openv/db/bin/ >nbdb unload -rebuild -verbose

Windows: install path\VERITAS\NetBackup\bin\ >nbdb unload -rebuild

-verbose
If the rebuild fails, contact Veritas Support.
If the rebuild succeeded, run the validation on the database again (step 3).

If this validation fails, contact Veritas Support.
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Start the NetBackup daemons.

As soon as possible, add additional space to the file system that contains
NBDB.

To resolve full disk problems on other file systems (such as binaries, root,
or image catalog)

1

2
3
4

Shut down the NetBackup daemons.

Determine the cause for the full file system and take corrective actions.

Start the NetBackup daemons.

Verify that the NetBackup daemons run without abnormal termination or errors.

If errors occur, contact Veritas Support.

Frozen media troubleshooting considerations

Frozen media can cause a number of problems including one of the following status
codes: 84, 85, 86, 87 and 96.

When troubleshooting frozen media, be aware of the following:

Use the bpmedialist command to access the MediaDB information including
the media status (Frozen, Full, or Active).

To unfreeze the media, use the bpmedia command. Specify the media server
that contains that frozen record in the command syntax. Unfreeze the media
one at a time.

Frozen media does not necessarily mean that the media is defective. NetBackup
may freeze media as a safety measure to prevent further errors, drive damage,
or data loss.

Investigate any patterns to the media IDs, tape drives, or media servers that
are involved when media is frozen.

Logs for troubleshooting frozen media

The following logs are useful when you troubleshoot frozen media:

UNIX = The bptm log from the media servers that froze the media:

/usr/openv/netbackup/logs/bptm

= The Admin messages or syslog from the operating system.
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Windows s The bptm log from the media servers that froze the media:

install dir\VERITAS\NetBackup\logs\bptm

= The Windows Event Viewer System Log
= The Windows Event Viewer Application Log

Set the verbosity of the bptm process log to 5 to troubleshoot any media and

drive-related issues. This log does not use excessive drive space or resources even
at an elevated verbosity. When media is frozen, the bptm logs may contain more
detailed information that the Activity Monitor or Problems Report. Set the verbosity
for bptm on individual media servers by changing their logging levels under Host

Properties on the NetBackup Administration Console.

See “Frozen media troubleshooting considerations” on page 89.

See “About the conditions that cause media to freeze” on page 90.

About the conditions that cause media to freeze

The following conditions can cause media to freeze:

The same media has excessive errors during backup. An example of the log

entry is as follows:

FREEZING media id E00109,

12 hour (s)

The causes and the resolutions for this problem include:

Dirty drives

The drive itself

Communication issues
at the SCSI or host bus
adapter (HBA) level

Drive not supported

Clean the drives that are freezing the media according to the
manufacturer's suggestions. Frozen media is one of the first
symptoms of a dirty drive.

Check for the tape device errors that the operating system logs
or the device driver reports. If any are found, follow the hardware
manufacturer's recommendations for this type of error.

Check for SCSI or HBA device errors the operating system logs
or the device driver reports. If any are found, follow the hardware
manufacturer's recommendations for this type of error.

Ensure that the tape drives appear on the hardware compatibility
list as supported for NetBackup. This list is located on the
following Veritas Support website:

www.veritas.com/docs/TECH59978
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Media not supported Ensure that the media is supported for use with the tape drive
by the tape drive vendor.

An unexpected media is found in the drive. An example of the log entry is as
follows:

Incorrect media found in drive index 2, expected 30349, \
found 20244, FREEZING 30349

The following conditions can cause this error:

= NetBackup requests a media ID to be mounted in a drive. If the media ID

that is physically recorded on the tape is different than the NetBackup media
ID, the media freezes. This error occurs if the robot needs to be inventoried,

or if barcodes have been physically changed on the media.

= Another NetBackup installation previously wrote to the media with different

barcode rules.

= Thedrives in the robot are not configured in order within NetBackup, or they
are configured with the wrong tape paths. The correct robot drive number is
important to the proper mounting and use of media. The robot drive number
is normally based on the relationship of the drive serial number with the drive
serial number information from the robotic library. Validate this number before

you consider that the device configuration is complete.

The media contain a non-NetBackup format. An example of the log entry is as

follows:

FREEZING media id 000438, it contains MTFl-format data and cannot

be used for backups
FREEZING media id 000414, it contains tar-format data and cannot

be used for backups

FREEZING media id 000199, it contains ANSI-format data and cannot

be used for backups

These library tapes may have been written outside of NetBackup. By default,

NetBackup only writes to a blank media or other NetBackup media. Other media

types (DBR, TAR, CPIO, ANSI, MTF1, and recycled Backup Exec BE-MTF1
media) are frozen as a safety measure. Change this behavior by using the
following procedure:
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On UNIX To allow NetBackup to overwrite foreign media, add the following to
the bp . conf file that is located at
/usr/openv/netbackup/bp.conf for the related media server:

ALLOW MEDIA OVERWRITE = DBR
ALLOW MEDIA OVERWRITE = TAR
ALLOW_MEDIA OVERWRITE = CPIO
ALLOW_MEDIA OVERWRITE = ANSI
ALLOW _MEDIA OVERWRITE = MTF1
ALLOW MEDIA OVERWRITE = BE-MTF1

Stop and restart the NetBackup daemons for the changes to take
effect.

On Windows On the NetBackup Administration Console, proceed to Host
Properties > Media Server

Open the properties for the media server in question.
Select the Media tab.

The Allow Media Overwrite property overrides the NetBackup
overwrite protection for specific media types. To disable the overwrite
protection, select one or more of the listed media formats. Then stop
and restart the NetBackup services for the changes to take effect.

Do not select a foreign media type for overwriting unless you are
sure that you want to overwrite this media type.

For more details about each media type, see the NetBackup Device
Configuration Guide.

= The media is a tape formerly used for the NetBackup catalog backup. For
example, the log entry may be the following:

FREEZING media id 000067: it contains Veritas NetBackup (tm)
database backup data and cannot be used for backups.

The media is frozen because it is an old catalog backup tape which NetBackup
does not overwrite by default. The bplabel command must label the media to
reset the media header.

= The mediais intentionally frozen. You can use the bpmedia command to manually
freeze media for a variety of administrative reasons. If no record exists of a
specific job freezing the media, the media may have been frozen manually.

= The media is physically write protected. If the media has a write-protect notch
that is set for write protection, NetBackup freezes the media.

To unfreeze frozen media, enter the following bpmedia command:


http://www.veritas.com/docs/DOC5332
http://www.veritas.com/docs/DOC5332

Troubleshooting procedures | 93
Troubleshooting problems with the NetBackup web services

# bpmedia -unfreeze -m medialD -h media server

The media_server variable is the one that froze the media. If this item is unknown,
run the bpmedialist command and note the "Server Host:" listed in the output.
The following example shows that media server denton froze media div008:

# bpmedialist -m div008

Server Host =

ID

DIVO8

denton

rl images allocated last updated density kbytes restores
vimages expiration last read <—————— STATUS --—---—-— >
1 1 04/22/2014 10:12 04/22/2014 10:12 hcart 35 5
1 05/06/2014 10:12 04/22/2014 10:25 FROZEN

Troubleshooting problems with the NetBackup

web services

Use the following steps to troubleshoot issues with the NetBackup web services.

To resolve problems with the NetBackup web services

1  Verify that NetBackup Web Management Console service is running.

On UNIX;, enter the following command:

/usr/openv/netbackup/bin/bpps -x

On Windows, use NetBackup Activity Monitor or the Services application
of the Windows Control Panel.

2 Stop and restart the NetBackup Web Management Console service.

On UNIX:
install path/netbackup/bin/nbwmc -terminate

install path/netbackup/bin/nbwmc

On Windows, use the Services application in the Windows Control Panel.

3 Review the NetBackup web server logs and web application logs.

See “Viewing NetBackup web services logs” on page 94.
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See the following tech note for the web server tasks you must perform before
installing the master server:

https://www.veritas.com/support/en_US/article.000081350

Viewing NetBackup web services logs

NetBackup creates logs for the NetBackup web server and for the web server
applications.

= The logs for the NetBackup web server framework do not use unifed logging.
For more information on the format of these logs and how they are created, see
the documentation for Apache Tomcat at http://tomcat.apache.org.
These logs are written to the following location:

usr/openv/wmc/webserver/logs

install path\NetBackup\wmc\webserver\logs

= The NetBackup web application logs use unified logging. These logs are written
to the following location.

usr/openv/logs/nbwebservice

install path\NetBackup\logs\nbwebservice

Contact Technical Support for additional help with these logs.

Troubleshooting web service issues after external CA configuration

Problem

The web service does not start or respond after external certificate (ECA)
configuration.

Cause

Check the web server logs at the following location:

install path/wmc/webserver/logs/catalina.log

Check if the logs contain any of the following strings:

SEVERE [main] org.apache.tomcat.util.net.SSLUtilBase.getStore Failed
to load keystore type [JKS] with path [C:\Program
Files\Veritas\NetBackup\var\global\wsl\credentials\tpcredentials\nbwebservice.jks]
due to [Illegal character in opaque part at index 2: C:\Program

Files\Veritas\NetBackup\var\global\wsl\credentials\tpcredentials\nbwebservice.jks]
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Caused by: java.lang.IllegalArgumentException: Keystore was tampered

with, or password was incorrect

The root cause can be: The keystore of the external CA used by the NetBackup
web service is tampered or deleted.

Solution

= Verify that NetBackup Web Management Console service is running.
Run the following command:
On UNIX: /usr/openv/netbackup/bin/bpps -x
On Windows: Use the NetBackup Activity Monitor or the services application of
the Windows Control Panel.

= [fthe status is FAIL, reconfigure the external certificate by executing the following
command:
On Windows:Install path\netbackup\wmc\bin\configureWebServerCerts
-addExternalCert -nbHost -certPath file path -privateKeyPath
file path -trustStorePath file path
On Unix:/usr/openv/netbackup/bin/configurelebServerCerts
-addExternalCert -nbHost -certPath file path -privateKeyPath
file path -trustStorePath file path

= Try to start the NetBackup web service.
Forwindows:Install path\netbackup\wmc\bin\nbwmc.exe -start -srvname
"NetBackup Web Management Console"

For Unix:/usr/openv/netbackup/bin/nbwmc start

Problem

External certificate is not configured.

Cause
The issue can occur because of the following:

= Invalid certificate, private key, or trust store.
Error message : The certificate could not be added. Please check the

configureWebServerCerts l0gs
= Certificate does not contain server name in the subject alternative name (SAN)
of the certificate.
Solution for cause: Invalid Certificate, private key or trust
store

= Open web server configuration logs
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Location: <install
dir>/NetBackup/wmc/webserver/logs/configureWebServerCerts.log

Review the log messages:

If the logs have the following message:

unable to load private key 22308:error:0906D06C:PEM
routines:PEM read bio:no start

line:.\crypto\pem\pem lib.c:697:Expecting: ANY PRIVATE KEY Could
not export certificates in PKCS#12 format, 1.

The private key does not t match the private key of the certificate that is
provided.

Provide the appropriate private key.

If the logs have following message:

Error occurred while adding certificate to keystore. Exception:
java.security.cert.CertificateParsingException: signed overrun,
bytes = 918 Exiting.. Could not import CA certificates in JAVA
keystore, -1.

The file path that is provided for the -truststorePath option is not a valid
file path or a valid trust store CA certificate is not present at the given file
path.

Provide the trust store bundle path for the -t ruststorepath option.

Solution for cause: Certificate does not contain server
name in the subject alternative name (SAN)

The following error message is displayed:

The server name server name was not found in the web service

certificate.

The certificate could not be added. Please check configureWebServerCerts logs.

For successful configuration, ensure the following:

Common name of the subject name and the SAN names should not be empty
at the same time.

If the SAN is not empty, host name must be present in the SAN entry.

If SAN is empty, common name of the subject name must be host name.
Only PEM formatted certificates are allowed.
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Note: The host name is the name provided for the master server at the time of
installation. Host name can be found in the setenv file with the NB_rOSTNAME
property.

Location of the file:
On UNIX : /usr/openv/wmc/bin/setenv

On Windows: install path\Veritas\NetBackup\wmc\bin\setenv

Communication can be successful in the following scenarios:

= The certificate contains all host names that the master server is known by
(host names that are listed in the sErVER entries of other hosts in the domain)
in the SAN field of the certificate.

s Server authentication attributes are set in the certificate.

= Check the logs for the missing entry.
Add the missing host name in the SAN of the certificate.

Troubleshooting problems with the NetBackup
web server certificate

NetBackup generates and deploys an X509 certificate for the NetBackup Web
Management Console (nbwmc) or NetBackup web server during installation. This
certificate authenticates the NetBackup master server and validates that a client is
connected to the master server. This certificate is periodically refreshed.

Generation of the NetBackup web server certificate

The NetBackup web server certificate is generated during NetBackup installation.
To troubleshoot the generation of this certificate, refer to the following logs. The
nbcert and nbatd logs use unified logging. The configureCerts.log uses a simple
logging style and not VxUL.

/usr/openv/logs/nbcert
/usr/openv/wmc/webserver/logs/configureCerts.log

/usr/openv/logs/nbatd

install path\NetBackup\logs\nbcert
C:\ProgramData\Veritas\NetBackup\InstallLogs\WMC configureCerts yyyymmdd timestamp.txt
install path\NetBackup\logs\nbatd
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Renewal of the NetBackup web certificate

The web server certificate has an expiration time of one year. NetBackup tries to
automatically renew the certificate every 6 months. The renewed certificate is
automatically deployed. If the certificate cannot be renewed, the information is
audited and the error is logged in the NetBackup error log. In such cases NetBackup
tries periodically try to renew the certificate (every 24 hours). If the failure to renew
the certificate persists, contact Technical Support.

You can see the audit records using the nbauditreport command.

To troubleshoot the certificate renewal, refer to the following logs. The nbwebservice
(OID 466 and 484) and nbatd (OID 18) logs use unified logging. The
configureCerts.log uses a simple logging style and not VxUL.

/usr/openv/logs/nbwebservice
/usr/openv/wmc/webserver/logs/configureCerts.log

/usr/openv/logs/nbatd

install path\NetBackup\logs\nbwebservice
C:\ProgramData\Veritas\NetBackup\InstallLogs\WMC configureCerts yyyymmdd timestamp.txt
install path\NetBackup\logs\nbatd

Resolving PBX problems

The Enterprise Media Manager (EMM) services and other services of NetBackup
require a common services framework that is called Private Branch Exchange
(PBX). Like vnetd, PBX helps limit the number of TCP/IP ports that the CORBA
services of NetBackup use.

To resolve PBX problems

1 Check that the PBX is properly installed. If PBX is not installed, NetBackup is
unresponsive. Refer to the following procedure:

See “Checking PBX installation” on page 99.

2 Check that PBXis running, and initiate PBX if necessary by using the following
procedure:

See “Checking that PBX is running” on page 99.

3 Check that PBX is correctly configured. If PBX is incorrectly configured,
NetBackup is unresponsive. Refer to the following procedure:

See “Checking that PBX is set correctly” on page 100.
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4 Access and check the PBX logs by using the following procedure:
See “Accessing the PBX logs” on page 101.

5 Check the PBX security and correct any problem by using the following
procedure:

See “Troubleshooting PBX security” on page 102.

6 Check that the required NetBackup daemon or service is running. If necessary,
start the needed daemon or service by using the following procedure:

See “Determining if the PBX daemon or service is available” on page 104.

Checking PBX installation

NetBackup requires the Veritas Private Branch Exchange service (PBX). PBX can
be installed before NetBackup or during NetBackup installation.

See the NetBackup Installation Guide.

If you uninstall PBX, you must reinstall it.

To check PBX installation

1 Look for the following directory on the NetBackup master server:
s On Windows: install path\VxPBX
= On UNIX: /opt/VRTSpbx

2 To check the version of PBX, enter the following:
s On Windows: install path\VxPBX\bin\pbxcfg -v

»  On UNIX: /opt /VRTSpbx/bin/pbxcfg -v

Checking that PBX is running

After you know that PBX is installed on the NetBackup master server, you need to
verify that it is running.
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To see if PBX is running

1 On UNIX, check for the PBX process:

ps | grep pbx exchange

2 To start PBX on UNIX, type the following:

/opt/VRTSpbx/bin/vxpbx_exchanged start

On Windows, make sure that the Private Branch Exchange service is started.
(Go to Start > Run and enter services.msc.)

Checking that PBX is set correctly

Two settings are vital to the correct functioning of PBX: Auth User (authenticated
user) and Secure Mode. When PBX is installed, they are automatically set as
required.

To check that PBX is set correctly
1 To display the current PBX settings, do one of the following:
= On Windows, type the following:

install path\VxPBX\bin\pbxcfg -p
Example output:

Auth User:0 : localsystem
Secure Mode: false
Debug Level: 10
Port Number: 1556

PBX service is not cluster configured

Auth User must be localsystenland Secure Mode must be false

= On UNIX, type the following:
/opt/VRTSpbx/bin/pbxcfg -p
Example output:

Auth User:0 : root
Secure Mode: false
Debug Level: 10
Port Number: 1556

PBX service is not cluster configured
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Auth User must be root and secure Mode must be false.
2 Resetauth User Or Secure Mode as needed:

= To add the correct user to the authenticated user list (UNIX example):

/opt/VRTSpbx/bin/pbxcfg -a -u root

s To set secure Mode to false:
/opt/VRTSpbx/bin/pbxcfg -d -m

For more information on the pbxcfg command, refer to the pbxcfg man
page.

Accessing the PBX logs
PBX uses unified logging. PBX logs are written to the following:
m /opt/VRTSpbx/log (UNIX)
m install path\VxPBX\log (Windows)

The unified logging originator number for PBX is 103. See the NetBackup Logging
Reference Guide for more information on unified logging.

Error messages regarding PBX may appear in the PBX log or in the unified logging
logs for nbemm, nbpem, nbrb, or nbjm. The following is an example of an error that
is related to PBX:

05/11/10 10:36:37.368 [Critical] V-137-6 failed to initialize ORB:
check to see if PBX is running or if service has permissions to
connect to PBX. Check PBX logs for details
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To access the PBX logs

1 Usethe vxlogview command to view PBX and other unified logs. The originator
ID for PBX is 103. For more information, see the vxlogview man page.

See also the NetBackup Logging Reference Guide for topics on unified logging.

2 To change the logging level for PBX, enter the following:
pbxcfg -s -1 debug level

where debug_level is a number from 0 to 10, where 10 is the most verbose
(the default).

To check the current verbosity, enter the following:
pbxcfg -p

PBX may log messages by default to the UNIX system logs
(/var/adm/messages Or/var/adm/syslog) or to the Windows Event Log. As
a result, the system logs may fill up with unnecessary PBX log messages, since
the messages are also written to the PBX logs:

UNIX: /opt/VRTSpbx/log
Windows:<install path>\VxPBX\log

3 To disable PBX logging to the system logs or event logs, enter the following
command:

# vxlogcfg -a -p 50936 -o 103 -s LogToOslog=false

You do not have to restart PBX for this setting to take effect.

Troubleshooting PBX security

The PBX secure Mode must be setto false. If Secure Mode is true, NetBackup
commands such as bplabel and vmoprcmd do not work. PBX messages similar to
the following appear in /opt/VRTSpbx/1log (UNIX) or install path\VxPBX\log
(Windows).

5/12/2008 16:32:17.477 [Error] V-103-11 User MINOV\Administrator
not authorized to register servers
5/12/2008 16:32:17.477 [Error] Unauthorized Server

To troubleshoot PBX security

1  Verify that PBX secure Mode is set to false (the default):

= On Windows:
install path\VxPBX\bin\pbxcfg -p
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= On UNIX:

/opt/VRTSpbx/bin/pbxcfg -p

If necessary, set secure Mode to false by entering the following:

=  On Windows:

install path\VxPBX\bin\pbxcfg -d -m

= On UNIX:

/opt/VRTSpbx/bin/pbxcfg -d -m

Stop NetBackup:

=  On Windows:

install path\NetBackup\bin\bpdown

= On UNIX:

/usr/openv/netbackup/bin/bp.kill all

Stop PBX:

=  On Windows: Go to Start > Run, enter services.msc, and stop the Veritas
Private Branch Exchange service.

= On UNIX:

/opt/VRTSpbx/bin/vxpbx exchanged stop

Start PBX:
= On UNIX:

/opt/VRTSpbx/bin/vxpbx exchanged start

»  On Windows: Go to Start > Run, enter services.msc, and start the Veritas
Private Branch Exchange service.

Start NetBackup:

=  On Windows:

install path\NetBackup\bin\bpup
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/usr/openv/netbackup/bin/bp.start_all

Determining if the PBX daemon or service is available

If NetBackup does not work as configured, a required NetBackup service may have
stopped. For example, backups may not be scheduled or may be scheduled but
are not running. The type of problem depends on which process is not running.

When a NetBackup service is not running and another process tries to connect to
it, messages similar to the following appear in /opt/VRTSpbx/1log (UNIX) or
install path\VxPBx\log(Windows). The unified logging originator for PBXis 103
and the product ID is 50936.

05/17/10 9:00
05/17/10 9:00
05/17/10 9:00
extension=EMM
05/17/10 9:00
05/17/10 9:00
05/17/10 9:00

:47.

:47

:47

79

.79
:47.

79

.80
:47.
:47.

80
80

[Info] PBX Manager:: handle input with fd

Il
=~

[Info] PBX Client Proxy::parse line, line = ack=1l

[Info] PBX Client Proxy::parse line, line =

[Info] hand off looking for proxy for = EMM
[Error] No proxy found.
[Info] PBX Client Proxy::handle close

To determine if the PBX daemon or service is available

1 Start the needed service.

In this example, the missing NetBackup service is EMM. To start the needed
service, enter the nbemm command (UNIX) or start the NetBackup Enterprise
Media Manager service (Windows; Start > Run, enter services.msc).

2 If necessary, stop and restart all NetBackup services.

=  On Windows:

install path\NetBackup\bin\bpdown
install path\NetBackup\bin\bpup

= On UNIX:

/usr/openv/netbackup/bin/bp.kill all

/usr/openv/netbackup/bin/bp.start_all
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Troubleshooting problems with validation of the
remote host

NetBackup uses Secure Socket Layer (SSL) to communicate securely with other
NetBackup hosts. Unless the other host is 8.0 or earlier, NetBackup 8.1 always
requires the communication to be secure. For this, all hosts that are setting up or
accepting a connection validate the remote host against its details available with
the master server. The connection is dropped, if the host validation fails and this in
turn can cause certain operations (like backup or restore) to fail.

To resolve the issues that arise because of host validation failures, do the following:

= Check the logs pertaining to host validation failures.
See “Viewing logs pertaining to host validation” on page 106.

= Verify that the NetBackup web services are running on the master server.
See “Troubleshooting problems with the NetBackup web services” on page 93.

= Verify that the NetBackup web server certificate is correctly deployed.
See “Troubleshooting problems with the NetBackup web server certificate”
on page 97.

= Verify that the host can connect to the NetBackup web service on the master
server.
See the 'About the communication between a NetBackup client located in a
demilitarized zone and a master server through an HTTP tunnel' topic from the
NetBackup Security and Encryption Guide.

= If the remote host is 8.0 or earlier, verify that insecure communication with such
hosts is enabled.
See “Enabling insecure communication with NetBackup 8.0 and earlier hosts”
on page 106.

» Verify if there are any host ID-to-host name mappings for the remote host that
are pending for approval on the master server.
See “Approving pending host ID-to-host name mappings” on page 107.

= If NetBackup software of the remote host was recently downgraded from 8.1 to
an earlier version, ensure that host information is reset on the master server.
See the 'Resetting a NetBackup host attributes' topic from the NetBackup
Security and Encryption Guide.

= Verify that the host cache has updated information about the remote host.
See “Clearing host cache” on page 108.
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= Ifthe NetBackup web server is configured to use external CA-signed certificates,
ensure that the host certificate is successfully enrolled with the appropriate
master server domain.
For more information on the external CA support and certificate enrollment, refer
to the NetBackup Security and Encryption Guide.

Viewing logs pertaining to host validation
Host validation logs from proxy are located at the following location:
Windows: Install Path\NetBackup\logs\nbpxyhelper
UNIX: /usr/openv/logs/nbpxyhelper
Proxy uses unified logging.

Additionally, for incoming connections, host validation logs are also stored in the
respective process log files, where NetBackup host authorization occurs.

For example, if host validation has failed during bpcd authorization, the relevant
logs can be found at:

Windows: Install Path\NetBackup\logs\bpcd
UNIX: /usr/openv/NetBackup/logs/bpcd
Example log messages that are recorded when a host connection is dropped:

Connection is to be dropped for peer host: examplemaster with error
code:8618 error message: Connection is dropped, because the host

ID-to-hostname mapping is not yet approved.

Connection is to be dropped for peer host: 10.10.10.10 with error
code:8620 error message: Connection is dropped, because insecure

communication with hosts is not allowed.

Note: The host validation failures are shown as connection failure errors on
NetBackup 8.0 and earlier hosts.

Enabling insecure communication with NetBackup 8.0 and earlier
hosts

Check if insecure communication with NetBackup 8.0 and earlier hosts is enabled
on the master server.

Run the following command:
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s Windows: Install Path\NetBackup\bin\admincmd\nbseccmd

-getsecurityconfig -insecurecommunication

s UNIX: /usr/openv/netbackup/bin/admincmd/nbseccmd —getsecurityconfig

-insecurecommunication

If the insecurecommunication option is set to 'off', enable insecure communication
with NetBackup 8.0 and earlier hosts.

Run the following command:

s Windows: Install Path\NetBackup\bin\admincmd\nbseccmd

-setsecurityconfig -insecurecommunication on

»  UNIX: /usr/openv/netbackup/bin/admincmd/nbseccmd -setsecurityconfig

-insecurecommunication on

Note: Insecure communication must be enabled for OpsCenter to be able to
communicate with the master server.

Approving pending host ID-to-host name mappings

Mapped Host
Name

Run the following command to check the list of pending approval requests for host
ID-to-host name mappings:

s Windows: Install Path\NetBackup\bin\admincmd\nbhostmgmt -list
-pending
Example output:
Host ID: zzzzzz-1271-4ea4-zzzz-5281a4f760e6
Host: example1.com
Master Server: example1.com
OS Type: Windows
Operating System: Microsoft Windows Server yyyy Rn 64-bit Service Pack n,
Build nnn(nnnnnn)
NetBackup EEBs:
Hardware Description : Genuinelntel Intel(R) Xeon(R) CPU E5-2680 v2 @
2.80GHz, 4 CPUs
CPU Architecture: Intel x64
Version: NetBackup_8.1
Secure: Yes
Comment:

Approved Conflict Auto-discovered Shared Created On Last Updated

On
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examplel.com No

Mapped Host ~ Approved

Name

example2.com No
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No Yes No Jul 28, 2017 Jul 28, 2017
03:53:30 PM  03:53:30 PM

UNIX: /usr/openv/netbackup/bin/admincmd/nbhostmgmt -list -pending
Example output:

Host ID: xxxxx-52e8-xxxx-ba92-7be20c6dceb9

Host: example2.com

Master Server: example2.com

OS Type: UNIX

Operating System: RedHat Linux(2.6.32-642.e16.x86_64)

NetBackup EEBs:

Hardware Description: AuthenticAMD AMD Opteron(tm) Processor 6366 HE,
16 CPUs

CPU Architecture: x86_64
Version: NetBackup_8.1

Secure: Yes
Comment:
Conflict Auto-discovered Shared Created On Last Updated
On
No Yes No Jul 28, 2017 Jul 28, 2017

02:52:20 PM  02:52:20 PM

Run the following command to approve a host ID-to-host name mapping:

Windows: Install Path\NetBackup\bin\admincmd\nbhostmgmt -add -hostid
z222222-1271-4ead-2222-5281a4f760e6 -mappingname mymaster

Example output: examplel.com is successfully updated.

UNIX: /usr/openv/netbackup/bin/admincmd/nbhostmgmt -add -hostid
xxxxx-52e8-xxxx-ba92-7be20c6dceb9 -mappingname mymaster

Example output: example2.com is successfully updated.

Clearing host cache

Clearing the host cache ensures that any changes related to a host'’s validation (for
example, approval of host ID-to-host name mapping or changes to the global security
settings) are reflected immediately on the host.

To clear the host cache, run the following command:

Windows: Install Path\NetBackup\bin\bpclntcmd -clear host_cache
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»  UNIX: /usr/openv/netbackup/bin/bpclntcmd -clear host cache
Example output:
Successfully cleared host cache

Successfully cleared peer validation cache

Troubleshooting Auto Image Replication

Auto Image Replication replicates the backups that are generated in one NetBackup
domain to another media server in one or more NetBackup domains.

Note: Although Auto Image Replication supports replication across different master
server domains, the Replication Director does not.

Auto Image Replication operates like any duplication job except that its job contains
no write side. The job must consume a read resource from the disk volume on which
the source images reside. If no media server is available, the job fails with status
800.

The Auto Image Replication job operates at a disk volume level. Within the storage
unit that is specified in the storage lifecycle policy for the source copy, some disk
volumes may not support replication. Use the Disk Pools interface of the NetBackup
Administration Console to verify that the image is on a disk volume that supports
replication. If the interface shows that the disk volume is not a replication source,
click Update Disk Volume or Refresh to update the disk volume(s) in the disk
pool. If the problem persists, check your disk device configuration.

The action to take on the automatic replication job depends on several conditions
as shown in the following table.

Action Condition

AIR replication jobs have not started Verify the following:

m The SLP is active.
»  The nbstserv daemon is running.

= Theimage has not exceeded the extended retry
count.

AIR replication jobs are queued but have No media server or I/O stream is available.
not started
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Action Condition

AIR replication jobs fail, for example with Check the job details for more information about
status 191 the failure.

For more details, review the bpdm log on the media
server that processed the replication job.

The following procedure is based on NetBackup that operates in an OpenStorage
configuration. This configuration communicates with a Media Server Deduplication
Pool (MSDP) that uses Auto Image Replication.
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To troubleshoot Auto Image Replication jobs

1 Display the storage server information by using the following command:

# bpstsinfo -lsuinfo -stype PureDisk -storage server

storage server name

Example output:

LSU Info:

Server Name: PureDisk:ssl.acme.com

LSU Name: PureDiskVolume

Allocation : STS_LSU AT STATIC

Storage: STS_LSU_ST NONE

Description: PureDisk storage unit (/ssl.acme.com#1l/2)

Configuration:

Media: (STS_LSUF_DISK | STS_LSUF_ACTIVE | STS_ LSUF_STORAGE_NOT_ FREED
| STS_LSUF_REP_ENABLED | STS_LSUF REP_SOURCE)

Save As : (STS_SA CLEARF | STS SA OPAQUEF | STS SA IMAGE)

Replication Sources: 0 ( )

Replication Targets: 1 ( PureDisk:bayside:PureDiskVolume )

This output shows the logical storage unit (LSU) flags
STS_LSUF_REP_ENABLED and STS_LSUF_REP_SOURCE for
PureDiskVolume. PureDiskVolume is enabled for Auto Image Replication and
is a replication source.

2 To verify that NetBackup recognizes these two flags, run the following
command:

# nbdevconfig -previewdv -stype PureDisk -storage server
storage server name -media server media server name -U

Disk Pool Name

Disk Type : PureDisk
Disk Volume Name : PureDiskVolume
Flag : ReplicationSource

The rReplicationSource flag confirms that NetBackup recognizes the LSU
flags.
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To display the replication targets by using the raw output, run the following
command:

# nbdevconfig -previewdv -stype PureDisk -storage server

storage server name -media server media server name

V_5 DiskVolume < "PureDiskVolume" "PureDiskVolume" 46068048064
46058373120 0 0 0 16 1 >
V_5 ReplicationTarget < "bayside:PureDiskVolume" >

The display shows that the replication target is a storage server called bayside
and the LSU (volume) name is PureDiskVolume.

To ensure that NetBackup captured this configuration correctly, run the following
command:

# nbdevquery -listdv -stype PureDisk -U

Disk Pool Name : PDpool

Disk Type : PureDisk

Disk Volume Name : PureDiskVolume
Flag : AdminUp

Flag : InternalUp

Flag : ReplicationSource
Num Read Mounts : 0

This listing shows that disk volume PureDiskvolume is configured in disk pool
pPDPool, and that NetBackup recognizes the replication capability on the source
side. A similar nbdevquery command on the target side should display
ReplicationTarget forits disk volume.

If NetBackup does not recognize the replication capability, run the following
command:

# nbdevconfig -updatedv -stype PureDisk -dp PDpool

To ensure that you have a storage unit that uses this disk pool, run the following
command:

# bpstulist
PDstu 0 STU NO DEV HOST 0 -1 -1 1 0 "*NULL*"
1 1 51200 *NULL* 2 6 0 0 0 O PDpool *NULL*

The output shows that storage unit ppstu uses disk pool Pppool.
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Check the settings on the disk pool by running the following command:

nbdevquery -listdp -stype PureDisk -dp PDpool -U

Disk Pool Name : PDpool

Disk Pool Id : PDpool

Disk Type : PureDisk

Status : UP

Flag : Patchwork

Flag : OptimizedImage
Flag : ReplicationTarget
Raw Size (GB) : 42.88

Usable Size (GB) : 42.88

Num Volumes 1

High Watermark : 98

Low Watermark : 80

Max IO Streams : -1

Comment

Storage Server : ssl.acme.com (UP)

Max IO Streams is setto -1, which means the disk pool has unlimited
input-output streams.

To check the list of media servers that are credentialed to access the storage
servers and their disk pools, run the following command:

# tpconfig -dsh -all hosts

Media Server: ssl.acme.com
Storage Server: ssl.acme.com
User Id: root
Storage Server Type: BasicDisk
Storage Server Type: SnapVault
Storage Server Type: PureDisk

This disk pool only has one media server, ss1.acme.com. You have completed
the storage configuration validation.
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The last phase of validation is the storage lifecycle policy configuration. To run
Auto Image Replication, the source copy must be on storage unit ppstu. Run

the following command (for example):

nbstl woodridge2bayside -L

Name :

Data Classification:
Duplication job priority:
State:

Version:

Destination 1

Storage:

Volume Pool:

Server Group:

Retention Type:

Retention Level:

Alternate Read Server:

Preserve Multiplexing:

Enable Automatic Remote Import:
State:

Source:

Destination ID:

Destination 2

Storage:
Volume Pool:

Server Group:

Preserve Multiplexing:

Enable Automatic Remote Import:
State:

Source:

Destination ID:

Use for:

Use for:

woodridge2bayside
(none specified)
0
active
0
backup
PDstu
(none specified)
(none
Fixed
1 (2 weeks)

(none specified)

specified)

false

true

active

(client)

0

3 (replication to remote master)
Remote Master

(none specified)

(none specified)

false

false

active
Destination 1
0

(backup:PDstu)

To troubleshoot the Auto Image Replication job flow, use the same command
lines as you use for other storage lifecycle policy managed jobs. For example,
to list the images that have been duplicated to remote master, run the following:

nbstlutil list -copy type replica -U -copy state 3

To list the images that have not been duplicated to remote master (either

pending or failed), run the following:

nbstlutil list -copy type replica -U -copy incomplete



Troubleshooting procedures
Troubleshooting Auto Image Replication

10 To show the status for completed replication copies, run the following command:

nbstlutil repllist -U

Image:
Master
Backup
Client
Backup
Policy
Client

Server
D

Time

Type

Schedule Type

Storage Lifecycle Policy

Storage Lifecycle State

Time In Process

Data Classification ID

Version Number

OriginMasterServer

OriginMasterServerID

Import

From Replica Time

Required Expiration Date

Created Date Time

Copy:

Master Server
Backup ID

Copy Number

Copy

Type

Expire Time

Expire LC Time

Try To Keep Time

ssl
WOO
102
3

129
129
129

ssl.acme.com

woodridge 1287610477

woodridge

1287610477 (Wed Oct 20 16:34:37 2010)
two-hop-with-dup

0

0

woodridge2bayside2pearl withdup

3 (COMPLETE)

1287610545 (Wed Oct 20 16:35:45 2010)
(none specified)

0

(none specified)
00000000-0000-0000-0000-000000000000
0 (Wed Dec 31 18:00:00 1969)

0 (Wed Dec 31 18:00:00 1969)
1287610496 (Wed Oct 20 16:34:56 2010)

.acme.com
dridge 1287610477

0288877 (Sat Nov 20 15:34:37 2010)
0288877 (Sat Nov 20 15:34:37 2010)
0288877 (Sat Nov 20 15:34:37 2010