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I Notices

m Relevant program products

For details about the supported OS versions, and about the OS service packs and patches required by JP1/Integrated
Management 2 - Manager and JP1/Integrated Management 2 - View, see the release notes for the relevant product.
JP1/Integrated Management 2 - Manager (for Windows):

P-2A2C-8ECL JP1/Integrated Management 2 - Manager 12-50

The above product includes the following:

P-CC2A2C-9MCL JP1/Integrated Management 2 - Manager 12-50 (for Windows Server 2019, Windows Server 2016,
Windows Server 2012)

P-CC2A2C-6HCL JP1/Integrated Management 2 - View 12-00 (for Windows Server 2019, Windows Server 2016,
Windows 10, Windows 8.1, Windows 8, Windows Server 2012, Windows 7)

JP1/Integrated Management 2 - Manager (for Linux):
P-812C-8ECL JP1/Integrated Management 2 - Manager 12-50

The above product includes the following:

P-CC812C-9MCL JP1/Integrated Management 2 - Manager 12-50 (for Linux 8, Linux 7, Linux 6 (x64), Oracle Linux
8, Oracle Linux 7, Oracle Linux 6 (x64), CentOS 7, CentOS 6 (x64))

P-CCOW2C-9MCL JP1/Integrated Management 2 - Manager 12-50 (for SUSE Linux 15, SUSE Linux 12)

P-CC2A2C-6HCL JP1/Integrated Management 2 - View 12-00 (for Windows Server 2019, Windows Server 2016,
Windows 10, Windows 8.1, Windows 8, Windows Server 2012, Windows 7)

m Trademarks
HITACHI, HiRDB, JP1, uCosminexus are either trademarks or registered trademarks of Hitachi, Ltd. in Japan and
other countries.

Active Directory is either a registered trademark or a trademark of Microsoft Corporation in the United States and/or
other countries.

AIX is a trademark of International Business Machines Corporation, registered in many jurisdictions worldwide.
AMD, AMD Opteron, and combinations thereof, are trademarks of Advanced Micro Devices, Inc.

Internet Explorer is either a registered trademark or trademark of Microsoft Corporation in the United States and/or
other countries.

Linux is the registered trademark of Linus Torvalds in the U.S. and other countries.

Microsoft is either a registered trademark or trademark of Microsoft Corporation in the United States and/or other
countries.

Microsoft and Hyper-V are either registered trademarks or trademarks of Microsoft Corporation in the United States
and/or other countries.

Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their
respective owners.

Red Hat is a registered trademark of Red Hat, Inc. in the United States and other countries.
Red Hat Enterprise Linux is a registered trademark of Red Hat, Inc. in the United States and other countries.
RSA is either a registered trademark or a trademark of EMC Corporation in the United States and/or other countries.
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RSA BSAFE is either a registered trademark or a trademark of EMC Corporation in the United States and/or other
countries.

All SPARC trademarks are used under license and are trademarks or registered trademarks of SPARC International,
Inc., in the United States and other countries. Products bearing SPARC trademarks are based upon an architecture
developed by Sun Microsystems, Inc.

UNIX is a trademark of The Open Group.

Windows is either a registered trademark or a trademark of Microsoft Corporation in the United States and/or other
countries.

Windows Server is either a registered trademark or trademark of Microsoft Corporation in the United States and/or
other countries.

Other company and product names mentioned in this document may be the trademarks of their respective owners.
This product includes RSA BSAFE Cryptographic software of EMC Corporation.

This product includes software developed by the Apache Software Foundation (http://www.apache.org/).
This product includes software developed by Ben Laurie for use in the Apache-SSL HTTP server project.

Portions of this software were developed at the National Center for Supercomputing Applications (NCSA) at the
University of Illinois at Urbana-Champaign.

This product includes software developed by the University of California, Berkeley and its contributors.

This software contains code derived from the RSA Data Security Inc. MD5 Message-Digest Algorithm, including
various modifications by Spyglass Inc., Carnegie Mellon University, and Bell Communications Research, Inc
(Bellcore).

Regular expression support is provided by the PCRE library package, which is open source software, written by Philip
Hazel, and copyright by the University of Cambridge, England. The original software is available from ftp://
ftp.csx.cam.ac.uk/pub/software/programming/pcre/

This product includes software developed by Ralf'S. Engelschall <rse@engelschall. com> for use in the mod ssl
project (http://www.modssl.org/).

This product includes software developed by Andy Clark.

This product includes software developed by Daisuke Okajima and Kohsuke Kawaguchi (http://
relaxngcc.sf.net/).

This product includes software developed by TAIK of Graz University of Technology.

This product includes software developed by the Java Apache Project for use in the Apache JServ servlet engine project
(http://java.apache.org/)
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Java is a registered trademark of Oracle and/or its affiliates.
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m Microsoft product name abbreviations

Java

COMPATIBLE

This manual uses the following abbreviations for Microsoft product names.

Abbreviation

Hyper-V

IE Windows Internet Explorer

SCVMM

Windows 7

Windows 8

Windows 8.1

Windows 10

Windows Server 2012 Windows Server 2012

Windows Server 2012 R2

Full name or meaning

Microsoft® Windows Server® 2008 R2 Hyper-V(®)
Microsoft® Windows Server® 2012 Hyper-V®)
Windows® Internet Explorer®

Microsoft® System Center Virtual Machine Manager 2008
Microsoft®) System Center Virtual Machine Manager 2012
Microsoft®) Windows®) 7 Enterprise

Microsoft® Windows®) 7 Professional

Microsoft®) Windows®) 7 Ultimate

Windows® 8 Enterprise

Windows® 8 Pro

Windows® 8.1 Enterprise

Windows®) 8.1 Pro

Windows® 10 Enterprise 32-bit

Windows® 10 Enterprise 64-bit

Windows(® 10 Home 32-bit

Windows(®) 10 Home 64-bit

Windows® 10 Pro 32-bit

Windows®) 10 Pro 64-bit

Microsoft®) Windows Server(®) 2012 Datacenter
Microsoft®) Windows Server® 2012 Standard
Microsoft® Windows Server®) 2012 R2 Datacenter

Microsoft® Windows Server® 2012 R2 Standard
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Abbreviation Full name or meaning

Windows Server 2016 Microsoft®®) Windows Server®) 2016 Datacenter
Microsoft®) Windows Server® 2016 Standard

Windows Server 2019 Microsoft® Windows Server® 2019 Datacenter

Microsoft® Windows Server® 2019 Standard

Windows is often used generically to refer to Windows Server 2019, Windows Server 2016, Windows 10, Windows
8.1, Windows 8, Windows Server 2012, or Windows 7.

m Restrictions

Information in this document is subject to change without notice and does not represent a commitment on the part of
Hitachi. The software described in this manual is furnished according to a license agreement with Hitachi. The license
agreement contains all of the terms and conditions governing your use of the software and documentation, including
all warranty rights, limitations of liability, and disclaimers of warranty.

Material contained in this document may describe Hitachi products not available or features not available in your
country.

No part of this material may be reproduced in any form or by any means without permission in writing from the
publisher.

m Issued
Jan. 2021: 3021-3-D53-20(E)

m Copyright

Copyright (C) 2019, 2021, Hitachi, Ltd.
Copyright (C) 2019, 2021, Hitachi Solutions, Ltd.

JP1/Integrated Management 2 - Manager Administration Guide 5



I Summary of amendments

The following table lists changes in this manual (3021-3-D53-20(E)) and product changes related
to this manual.

Changes

The following backup files were added:
* Single sign-on mapping definition file
» User-created plug-ins
* Storage folder for custom UI files
* Suggestion template files
» Suggestion definition file

A procedure for performing backups and recoveries in new and rebuilding mode was added.

A procedure for executing the jddupdatetree command in new and rebuilding mode when the
Intelligent Integrated Management Base is used was added.

The timeout times of the JP1/IM2 -Manager service (for Windows) and jco_start command (for
UNIX) were changed.

An operation example for handing a system failure with the suggestion function was added.

Operation examples when the product is linked with external products through single sign-on were
added.

An operation example of using the direct access URL function was added.

Notes when information is obtained from JP1/AJS3 - Manager hosts of version 12-50 or later were
added.

The following logs were added to the list of log files and folders for the Intelligent Integrated
Management Base:

* jddupdatesuggestion command trace log
¢ jddsetopinfo command trace log

¢ jddupdatessomap command trace log

* Logs of the response action execution history file
¢ User-created plug-ins

The following files were added to the OS system information that needs to be collected when a problem
occurs:

¢ JP1/IM - Manager (Intelligent Integrated Management Base) access permission information
(response action execution history folder)

The following files were added to the JP1 information that needs to be collected when a problem occurs:
* Plug-in files
* Response action execution history files

Troubleshooting of user-created plug-ins was added.

The following applicable OSs were added:
e Linux 8
e Oracle Linux 8

In addition to the above changes, minor editorial corrections were made.

Location

1.1.1,1.1.3

1.2.2(6)

1.2.3(5), 1.2.3(6), 1.2.3(7)

3.4

535

536

537

54.1

11.2.4

11.3.1(1)

11.3.1(2), 11.3.2(2)

11.5.1(70)
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I Preface

This manual explains administration, operations, and troubleshooting for JP1/Integrated Management 2 - Manager and
JP1/Integrated Management 2 - View. In this manual, JP1/Integrated Management 2 - Manager and JP1/Integrated
Management 2 - View are generically referred to as JP1/Integrated Management or JP1/IM. In addition, in this manual,
read JP1/Integrated Management - Manager and JP1/Integrated Management - View as JP1/Integrated Management 2
- Manager and JP1/Integrated Management 2 - View, respectively.

m Intended readers

This manual is intended for professionals who use JP1/IM to manage and operate infrastructures developed for
administering open platform systems. More specifically, it is intended for:
» System administrators who implement centralized monitoring of events that occur in the system

* System administrators who implement centralized monitoring of the system by associating the status of the
infrastructure used to manage the system with the events that occur in the system.

* Those who have knowledge of operating systems and applications

m Organization of this manual

This manual is organized into the following parts:

PART 1. Administration

This part explains the tasks necessary for maintaining a JP1/Integrated Management system, along with
system evaluation methods.

PART 2. Operation
This part explains how to operate monitoring jobs that use JP1/Integrated Management.

PART 3. Linking with Other Products

This part provides an overview of monitoring tasks when linking with products other than integrated
management products. It also describes the functionality that allows linkage to take place, how to build
and use the monitoring environment, aspects of the user interface that relate to product linkage, and the
command options used when linking with other products.

PART 4. Troubleshooting

This part explains the actions to take when problems occur in JP1/Integrated Management.

m Manual suite

JP1/IM manuals provide necessary information according to the phase in the system life cycle (the phases include
planning/design, configuration, and operation). Read the manual appropriate for the purpose.

The following figure explains which phases the JP1/IM manuals provide information for.
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Overview and System | Information used in the
Design Guide planning/design phase

Information used in the

Configuration Guide configuration phase

Information used in the

Administration Guide operation phase

GUI Reference

Reference information
commonly used in the
% planning/design,
configuration, and
operation phases

Command, Definition File
and AP| Reference

Messages

Integrated Management:
Getting Started

Provides the following

information:

- Major configuration and
operation methods

- Manuals to be referenced

Read this manual first to learn
how you can achieve your
goals.

m Conventions: Diagrams

This manual uses the following conventions in diagrams:

+ Computer (terminal) + Computer + Disk device, file + Screen

+ WAN » Network + Communication * Program
channel

> —

» Flow of control » Flow of data

 Error

» Flow of process
or task
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m Conventions: Fonts and symbols

The following table explains the text formatting conventions used in this manual:

Text formatting Convention

Bold Bold characters indicate text in a window, other than the window title. Such text includes menus, menu
options, buttons, radio box options, or explanatory labels. For example:

¢ From the File menu, choose Open.
¢ Click the Cancel button.
¢ In the Enter name entry box, type your name.

Italic Italic characters indicate a placeholder for some actual text to be provided by the user or system. For example:
¢ Write the command as follows:
copy source-file target-file
* The following message appears:

A filewas not found. (file = file-name)

Italic characters are also used for emphasis. For example:
* Do not delete the configuration file.

Monospace Monospace characters indicate text that the user enters without change, or text (such as messages) output by
the system. For example:

¢ At the prompt, enter dir.

¢ Use the send command to send mail.

¢ The following message is displayed:
The password is incorrect.

The following table explains the symbols used in this manual:

Symbol Convention

In syntax explanations, a vertical bar separates multiple items, and has the meaning of OR. For
example:

A|B|Cmeans A, or B, or C.

{1} In syntax explanations, curly brackets indicate that only one of the enclosed items is to be selected.
For example:

{A|B]|C} means only one of A, or B, or C.

[] In syntax explanations, square brackets indicate that the enclosed item or items are optional. For
example:

[A] means that you can specify A or nothing.

[B| C] means that you can specify B, or C, or nothing.

In coding, an ellipsis (. . .) indicates that one or more lines of coding have been omitted.

In syntax explanations, an ellipsis indicates that the immediately preceding item can be repeated as
many times as necessary. For example:

A, B, B, ... means that, after you specify A, B, you can specify B as many times as necessary.

A Indicates a space.
Ag: Zero or more spaces (space can be omitted).

A1: One or more spaces (space cannot be omitted).

A Indicates a tab.
Example:
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Symbol Convention

A 2 means that a tab character precedes A.

Conventions for mathematical expressions

This manual uses the following symbols in mathematical expressions:

Symbol Meaning
X Multiplication sign
/ Division sign

m Conventions: Installation folders for the Windows version of JP1/IM and JP1/
Base

In this manual, the installation folders for the Windows versions of JP1/IM and JP1/Base are indicated as follows:

Product name Installation folder Default installation folder?

JP1/IM - View View-path system-drive: \Program Files\Hitachi\JP1CoView

JP1/IM - Manager Manager-path system-drive: \Program Files\Hitachi\JP1IMM
Console-path system-drive: \Program Files\Hitachi\JP1Cons
Scope-path system-drive: \Program Files\Hitachi\JP1Scope

JP1/Base Base-path system-drive: \Program Files\Hitachi\JP1Base

#: Represents the installation folder when the product is installed in the default location. The location represented by system-drive: \Program
Files is determined at the time of installation by an OS environment variable, and might differ depending on the environment.
m Conventions: Meaning of "Administrator permissions” in this manual

In this manual, Administrator permissions refers to the Administrator permissions for the local PC. Provided that the
user has Administrator permissions for the local PC, operations are the same whether they are performed with a local
user account, a domain user account, or in an Active Directory environment.

m Conventions: Version numbers

The version numbers of Hitachi program products are usually written as two sets of two digits each, separated by a
hyphen. For example:

Version 1.00 (or 1.0) is written as 01-00.
e Version 2.05 is written as 02-05.

Version 2.50 (or 2.5) is written as 02-50.

e Version 12.25 is written as 12-25.

The version number might be shown on the spine of a manual as Ver: 2.00, but the same version number would be
written in the program as 02-00.
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m Online manuals

JP1/IM comes with an HTML manual that you can read in a web browser.
The HTML manual has the same contents as this manual.
To view the HTML manual:

e InJP1/IM - View, choose Help and then Help Contents.

* In Integrated Operation Viewer Window, choose Help and then Online manual.
Note:

¢ Ifyouuse the Start menu, the HTML manual may be displayed in an existing browser window, depending on the
related setting in the OS.

m Output destinations of Integrated trace log file

Starting with JP1/IM 12-10, all 32-bit Java processes for JP1/IM have been changed to 64-bit Java processes. Therefore,
the integrated trace log output destination output by the Java process function of each function of JP1/IM is changed.

The following is the destination of the integrated trace log for each JP1/IM function from version 12-10 or later. If you
are using the log file trap function, you must change the settings as you change the destination.

Output destinations of Integrated trace log file (32 bit): system-drive\Program Files (x86) \Hitachi
\HNTRLib2\spool

¢ IM database

* Central Scope Service

¢ Process management

¢ Command execution

* Automatic action

 Installation and Setup
Output destinations of Integrated trace log file (64 bit): system-drive\Program Files\Hitachi
\HNTRLib2\spool

* Event base service

* Central Console viewer

¢ Central Scope viewer

¢ Event Genaration Service

¢ IM Configuration Management

* IM Configuration Management viewer

¢ Intelligent Integrated Management Base
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Part 1: Administration

JP1/IM System Maintenance

This chapter explains JP1/IM system maintenance.

To ensure stable operation of JP1/IM, which forms the basis for system administration and
operations, we recommend that you plan regular maintenance activities, including backing up
definition files and maintaining the database.
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1.1 Managing the configuration information

This section explains how to back up and recover a JP1 system.

If the system no longer operates due to a disk failure, it might not be possible to restore data used in JP1/IM. As a
precaution in the event the unexpected occurs, certain types of files need to be backed up.

According to the explanation provided here, consider backup and recovery of JP1 as part of a backup plan for the entire
system. The recovery here means to return the files to the state when their backups were taken. Note that the backup
and recovery process described in this section is not available for duplication between servers and file migration.

When you perform backup and recovery, all of the following items must match on the backup source and the recovery
destination:

* Host name

* [P address

* PP model name

* PP version (match the format of VVRRZZ)

¢ Directory structure used by the product (permissions and the like must match)
It is assumed that OS and hardware on the source and the destination are able to perform the same operations.
If the above conditions are not met, you will need to move files.
See 1.5 Migrating the configuration information and databases and perform the operations described there.

OS commands or backup software can be used for a full backup of the entire system. However, we recommend that you
back up or recover data by using the commands provided with individual JP1/IM - Manager functions that do not depend
on the OS commands or backup software. If you use OS commands or backup software, the following conditions must
be met:

* Data is backed up when all JP1/IM - Manager services, including the IM database, have been stopped.
» Datais backed up when all file and registry information, including the information registered in the OS, is consistent.

¢ The backup target files are not sparse files.
If you back up and recover the definition information, also back up and recover the database.

Stop JP1/IM - View when you perform backup and recovery.

1.1.1 Backup (in Windows)

This subsection explains how to back up JP1/IM configuration information.

If you change the JP1/IM configuration, make a backup. When you make a backup of JP1/IM, be sure to make a backup
of JP1/Base at the same time. For details about how to back up the definition files that are configured by JP1/Base users,
see the JP1/Base User's Guide.

Make a backup using a method of your choice, such as copying files. If at all possible, perform backup procedures while
the JP1/IM services are not running. If you must make a backup while these services are running, note the following:

1. JP1/IM System Maintenance
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* The definition files may be modified during execution in some cases. If a backup is made while a definition file is

being modified, the backup file will be corrupted.

Immediately following the backup operation, compare the collected backup file with the original file to make sure

their contents match.

¢ When you make a backup, do not lock the target file. If you need to lock the file, first log out from all viewers that
are connected, and then copy the target file to another file. After you have copied it, compare the copied file with

the original file to make sure their contents match, and then back up the copied file.

* When you restore the backed-up configuration information, the configuration is simply modified with the restored

content, and the events that have already arrived at JP1/IM - Manager are not re-evaluated.

Of the files shown in the table below, back up all those that exist. If only some of the existing files are backed up,
interaction with the remaining files might become inconsistent, preventing the system from operating correctly.

Also, if the system operates in a cluster configuration, back up each environment in the order of physical hosts, then

logical hosts.

The table below shows the JP1/IM files to back up. For a logical host, replace Console-path in the table with shared-

folder\ JP1Cons, replace Scope-path with shared-folder\ JP1Scope.

Table 1-1: JP1/IM files to back up

Product name File name

Common to all products Backup files created in 7.3.4 Copying the common definition information during
new installation (for Windows) in the JP1/Integrated Management 2 - Manager
Configuration Guide

JP1/IM - Manager user-selected-file-name

1. JP1/IM System Maintenance

Description

Common definition
information backup file®!

Private key used by the
communication
encryption function

File specified for the
following common
definition information:
JP1 DEFAULT
\JP1BASE\SSL
\PRIVATEKEYFILE
\m

Server certificate used by
the communication
encryption function

File specified for the
following common
definition information:
JP1 DEFAULT
\JP1BASE\SSL

\CERTIFICZ—\TEFILE#
2

Root certificate used by
the communication
encryption function

File specified for the
following common
definition information:
JP liDE FAULT
\JP1BASE\SSL
\CACERTIFICATEFIL
g2
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Product name

JP1/IM - Intelligent

Manager Integrated
Manageme
nt Base

1. JP1/IM System Maintenance

File name

Manager-path\ conf\imdd\imdd.properties

Manager-path\ conf\imdd\systemnode.conf

Manager-path\conf\imdd\category name.conf

Manager-path\conf\imdd\target host.conf

Manager-path\conf\imdd\imdd host name.conf

Manager-path\conf\imdd\imdd nodeLink def.conf

Manager-path\conf\imdd\imdd sso mapping.properties

Manager-path\ conf\imdd\plugin\jplajs\*.conf

Manager-path\ conf\imdd\plugin\jplpfm\*.conf

Manager-path\ conf \ imdd\user-created-plug-ins

Manager-path\public\ custumUI\user-created-folders-for-custom-Uls

Manager-path\ conf\imdd\suggestion\template\en
\imdd suggestion ajs check failed agent jobnet en.conf

Manager-path\ conf\imdd\suggestion\template\en
\imdd suggestion ajs_check failed agent list en.conf

Manager-path\conf\imdd\suggestion\template\en
\imdd suggestion pfm cpu event en.conf

Manager-path\conf\imdd\suggestion\template\en
\imdd suggestion pfm set status of events to processed
_en.conf

Manager-path\ conf\imdd\suggestion\template\en
\imdd suggestion pfm suspend monitoring en.conf

Manager-path\ conf\imdd\suggestion\template\ja
\imdd suggestion ajs check failed agent jobnet ja.conf

Manager-path\ conf\imdd\suggestion\template\ja
\imdd suggestion ajs check failed agent list Jja.conf

Manager-path\ conf\imdd\suggestion\template\ja
\imdd suggestion pfm cpu event Jja.conf

Manager-path\ conf\imdd\suggestion\template\ja
\imdd suggestion pfm set status of events to processed
_Jja.conf

Manager-path\ conf\imdd\suggestion\template\ja
\imdd suggestion pfm suspend monitoring ja.conf

Description

Intelligent Integrated
Management Base
definition file

System node definition
file

Category name definition
file for IM management
nodes

Target host definition file
for configuration
collection

Host name definition file

IM management node link
definition file

Single sign-on mapping
definition file

Plug-in definition file for
JP1/AJS

Plug-in definition file for
JP1/PFM

User-created plug-ins

Storage folder for custom
Ul files

English suggestion
template files for JP1/AJS

English suggestion
template files for
JP1/PFM

Japanese suggestion
template files for JP1/AJS

Japanese suggestion
template files for
JP1/PFM
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Product name File name
any-path\ suggestion-definition-files

Central Console-path\conf\jplco_env.conf

Console
Console-path\conf\jplco_param.conf
Console-path\conf\jplco param V7.conf
Console-path\conf\jplco_service.conf
Console-path\conf\jplco system.conf
Console-path\conf\action\actdef.conf
Console-path\conf\console\actprofile\actprofile JPI-user-

name

Console-path\conf\console\actprofile\actprofile2 JPI-user-
name

Console-path\conf\console\actprofile\actprofile 0950 JPI-
user-name

Console-path\conf\console\attribute\*.conf
Console-path\conf\console\attribute\extend\*.conf
Console-path\conf\console\filter\*.conf
Console-path\conf\console\filter\attr list

\common exclude filter attr list.conf

Console-path\conf\console\filter\auto list
\common_exclude filter auto list.conf

Console-path\conf\console\mapping\mapping.conf

Console-path\conf\console\monitor\*.conf

Console-path\conf\console\object type\*

Console-path\conf\console\profile\.system

Console-path\conf\console\profile\defaultUser

Console-path\conf\console\profile\profile JPI-user-name

Console-path\conf\console\profile\systemColor.conf

1. JP1/IM System Maintenance

Description
Suggestion definition file

IM environment
definition file

IM parameter definition
file

IM parameter definition
file

Extended startup process
definition file

IM server system
environment settings file

Automated action
definition file

Action profile

Definition file for
extended event attributes

Definition file for
extended event attributes
(extended file)

Filter definition file

Common-exclusion-
conditions display item
definition file

Common-exclusion-
conditions auto-input
definition file

Event information
mapping definition file

Definition file for opening
monitor windows

Definition file for object
types

System profile

JP1/IM - View user
profile (default)

JP1/IM - View user
profile

System color definition
file
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Product name

1. JP1/IM System Maintenance

File name

Console-path\default\console.conf™

Console-path\conf\console\correlation\view cor.conf

Console-path\conf\console\correlation\view cor JPI-user-
name.conf

Console-path\conf\console\rmtcmd\cmdbtn.conf

Console-path\conf\health\jcohc.conf

Console-path\conf\hostmap\user hostmap.conf

Console-path\conf\action\actnotice.conf

Console-path\conf\processupdate\processupdate.conf

Console-path\conf\guide\jco guide.txt

Console-path\conf\system\event storm\*.conf

Console-path\conf\console\event storm\attr list
\event storm attr list.conf

Console-path\conf\console\event storm\auto list
\event storm auto list.conf
Console-path\conf\console\incident\incident.conf

Console-path\conf\console\incident\incident info.conf

user-selected-folder\user-selected-file-name

All files under Console-path\ conf\evgen\

user-selected-folder\file-name . cont

Console-path\conf\action\attr list\attr list.conf

Console-path\conf\chsev\jcochsev.conf

Description

Communication
environment definition
file

Settings file for the
consolidated display of
repeated events

Settings file for the
consolidated display of
repeated events

Command button
definition file

Health check definition
file

Event-source-host
mapping definition file

Automatic action
notification definition file

Status event definition
file

Event guide information
file

Repeated event condition
definition file

Display item definition
file for repeated event
condition

Auto-input definition file
for repeated event
condition

Definition file for
manually registering
incidents

Configuration file for
incident inheritance
information

Event guide message file

Definition files for
correlation event
generation

Correlation event
generation definition file

File that defines which
items are displayed for
event conditions

Severity changing
definition file
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Product name

1. JP1/IM System Maintenance

Central
Scope

M
Configurati
on
Manageme
nt

File name

Console-path\conf\chsev\attr list\chsev attr list.conf

Console-path\conf\chsev\auto list\chsev auto list.conf

Console-path\conf\mail\jimmail.conf

Console-path\conf\chattr\jcochmsg.conf

Console-path\conf\chattr\attr list\chmsg attr list.conf

Console-path\conf\chattr\auto list\chmsg auto list.conf

Console-path\conf\console\performance\performance.conf

Scope-path\conf\jcs guide*.txt
Scope-path\conf\jcs hosts
Scope-path\confl\action complete on.conf
Scope-path\confl\action complete off.conf

user-selected-folder\user-selected-file-name

user-selected-folder\user-selected-file-name

Scope-path\conf\auto_ dbbackup on.conf
Scope-path\conf\auto_dbbackup off.conf
Scope-path\conf\evhist warn event on.conf
Scope-path\conf\evhist warn event off.conf
user-selected-folder\user-selected-file-name

user-selected-folder\user-selected-file-name

Manager-path\conf\imcf\jplcf applyconfig.conf

Manager-path\conf\imcf\jplcf treedefaultpolicy.csv

Manager-path\conf\agtless\targets\wmi.ini

Description

Display item definition
file for severity change
definition

Automatic input
definition file for severity
change definition

Email environment
definition file

Display message change
definition file

Display item definition
file for a display message
change definition

Automatic input
definition file for a
display message change
definition

Performance report
display definition file

Guide information file
Host information file

Settings file for
completed-action linkage
function

Definition file for
automatic delete mode of
status change event

Definition file for
monitoring object
initialization mode

Backup recovery settings
file for monitored object
database

Settings file for the
maximum number of
status change events

Guide message file

Definition file for on
memory mode of status
change condition

Apply-IM-configuration-
method definition file

Default monitoring policy
definition file

Definition files regarding
WMI authentication
information
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Product name File name

Manager-path\conf\agtless\targets\ssh.ini

JP1/IM - View View-path\ conf\webdata\en\*.html
View-path\conf\webdata\ja\*.html
View-path\conf\webdata\zh\*.html

View-path\ conf\tuning.conf

View-path\ conf\ssl\nosslhost.conf

View-path\default\view.conf.update

View-path\default\tree view.conf.update

View-path\conf\sovtoolexec\en\!JP1 CS APPO.conf
View-path\conf\sovtoolexec\ja\!JP1 CS APPO.conf
View-path\conf\sovtoolexec\zh\!JP1 CS APPO.conf

View-path\conf\sovtoolitem\en\!JP1 CS FTOOLO.
View-path\conf\sovtoolitem\ja\!JP1 CS FTOOLO.
View-path\conf\sovtoolitem\zh\!JP1 CS FTOOLO.

View-path\conf\sovtoolitem\en\!JP1 CS FTREEO.
View-path\conf\sovtoolitem\ja\!JP1l CS FTREEO.
View-path\conf\sovtoolitem\zh\!JP1 CS FTREEO.

View-path\ conf\appexecute\en\*.conf
View-path\ conf\appexecute\ja\*.conf
View-path\ conf\appexecute\zh\*.conf

View-path\conf\function\en\*.conf
View-path\conf\function\ja\*.conf

View-path\conf\function\zh\*.conf

user-selected-folder\user-selected-file-name

Files under View-path\ image\icon\
Files under View-path\ image\visual\

Files under View-path\ image\map\

View-path\conf\jcfview\jcfview.conf

View-path\conf\jrmview\jrmview.conf

View-path\default\jrmview reg.conf

View-path\conf\sovsystem\en\system.conf

View-path\conf\sovsystem\ja\system.conf

1. JP1/IM System Maintenance

conf
conf

conf

conf
conf

conf

Description

Definition files regarding
SSH authentication
information

Web page call definition
file

IM - View settings file

Non-encryption
communication host
configuration file

Communication
environment definition
file

Start program definition
file

Toolbar definition file

Icon operation definition
file

Definition file for
executing applications

Definition file for the
tool launcher

Configuration file for
monitoring tree

Icon file

Visual icon file™

Background-image-file-
name

Operation definition file
for IM Configuration
Management - View

Operation definition file
for Rule Operation -

View"

Common definition
settings file™

System profile of the
Central Scope viewer
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Product name File name Description
View-path\conf\sovsystem\zh\system.conf

#1: The common definition information backup file backs up the definition information of a logical host in a cluster system. This backup file is
created during setup of the cluster system. This backup file backs up the definition information of JP1/IM as well as JP1/Base, JP1/AJS, and
Version 06-02 and later of JP1/Power Monitor. For details, see 7.1.3(5) Setting common definition information in the JP1/Integrated Management
2 - Manager Configuration Guide.

#2: On a logical host, JP1 DEFAULT is the logical host name.

#3: This file exists only on a physical host.

#4: Files added by the user are backed up.

#5: This file is used by JP1/IM - View (the part linked to JP1/IM - Rule Operation).

1.1.2 Recovery (in Windows)

This subsection explains how to recover JP1/IM configuration information.

Before you recover JP1/IM backup information, you must first recover JP1/Base. Make sure that the following
prerequisite conditions are met, and then recover the backup files to their original locations.
Prerequisite conditions:

* JP1/Base has already been installed.

* JP1/IM - Manager has already been installed.

* To recover a logical host environment, JP1 must already be set up in the logical host environment.

* JP1/Base and JP1/IM - Manager are stopped.

Backup information is recovered only for the host of the environment that was backed up. To recover backup information,
you must perform a recovery operation in each environment.

If the system operates in a cluster configuration, recover each environment in the order of physical hosts, then logical
hosts.

1.1.3 Backup (in UNIX)

This subsection explains how to back up JP1/IM configuration information.

If you change the JP1/IM configuration, make a backup. When you make a backup of JP1/IM, be sure to make a backup
of JP1/Base at the same time. For details about how to back up the definition files that are configured by JP1/Base users,
see the JP1/Base User's Guide.

The available backup methods include the tar and cpio commands. You can also use a backup tool such as JP1/
OmniBack II to make a backup. Make a backup using a method of your choice, such as copying files. If at all possible,
perform backup procedures when JP1/IM daemons are not running. If you must make a backup while these daemons
are running, note the following:

* The definition files may be modified during execution in some cases. If a backup is made while a definition file is
being modified, the backup file will be corrupted.

Immediately following the backup operation, compare the collected backup file with the original file to make sure
their contents match.

1. JP1/IM System Maintenance
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* When you make a backup, do not lock the target file. If you need to lock the file, first log out from all viewers that
are connected, and then copy the target file to another file. After you have copied it, compare the copied file with
the original file to make sure their contents match, and then back up the copied file.

e When you restore the backed-up configuration information, the configuration is simply modified with the restored
content, and the events that have already arrived at JP1/IM - Manager are not re-evaluated.

Of the files shown in the table below, back up all those that exist. If only some of the existing files are backed up,
interaction with the remaining files might become inconsistent, preventing the system from operating correctly.

Also, if the system operates in a cluster configuration, back up each environment in the order of physical hosts, then
logical hosts.

The table below shows the JP1/IM files to back up. For a logical host, replace /var/opt and /etc/opt in the table
with shared-directory.

Table 1-2: JP1/IM files to back up

Product name File name Description
Common to all products Backup files created in 8.3.4 Copying the common definition Common definition information
information during new installation (for UNLX) in the JP1/ backup file*!
Integrated Management 2 - Manager Configuration Guide
JP1/IM - Manager user-selected-file-name Private key used by the
communication encryption
function

File specified for the following
common definition information:
JP1 DEFAULT\JP1BASE

\SSL\PRIVATEKEYFILE\#2

Server certificate used by the
communication encryption
function

File specified for the following
common definition information:
JP1 DEFAULT\JP1BASE

\SSL\CERTIFICATEFILE"?

Root certificate used by the
communication encryption
function

File specified for the following
common definition information:
JP1 DEFAULT\JP1BASE

\SSL
\CACERTIFICATEFILE"
JP1/IM - Intelligent /etc/opt/jplimm/conf/imdd/imdd.properties Intelligent Integrated
Manager Integrated Management Base definition file
Management
Base /etc/opt/jplimm/conf/imdd/ System node definition file
imdd systemnode.conf
/etc/opt/jplimm/conf/imdd/ Category name definition file for
imdd category name.conf IM management nodes
/etc/opt/jplimm/conf/imdd/ Target host definition file for
imdd target host.conf configuration collection
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Product name

1. JP1/IM System Maintenance

File name

/etc/opt/Jjplimm/conf/imdd/
imdd host name.conf

/etc/opt/jplimm/conf/imdd/
imdd nodeLink def.conf

/etc/opt/jplimm/conf/imdd/
imdd sso mapping.properties

/etc/opt/jplimm/conf/imdd/plugin/jplajs/
*.conf

/etc/opt/jplimm/conf/imdd/plugin/jplpfm/
*.conf

/etc/opt/jplimm/plugin/imdd/user-created-plug-ins

/opt/Jjplimm/public/custumUl/user-created-folders-for-
custom-Uls

/etc/opt/jplimm/conf/imdd/suggestion/
template/en/

imdd suggestion ajs check failed agent jobne
t _en.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/en/

imdd suggestion ajs check failed agent list
en.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/en/
imdd suggestion pfm cpu event en.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/en/

imdd suggestion pfm set status of events to
processed en.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/en/

imdd suggestion pfm suspend monitoring en.co
nf

/etc/opt/jplimm/conf/imdd/suggestion/
template/ja/

imdd suggestion ajs check failed agent jobne
t ja.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/ja/

imdd suggestion ajs check failed agent list
ja.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/ja/
imdd suggestion pfm cpu event ja.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/ja/

imdd suggestion pfm set status of events to
processed ja.conf

/etc/opt/jplimm/conf/imdd/suggestion/
template/ja/

Description

Host name definition file

IM management node link
definition file

Single sign-on mapping
definition file

Plug-in definition file for JP1/AJS
Plug-in definition file for
JP1/PFM

User-created plug-ins

Storage folder for custom Ul files

English suggestion template files
for JP1/AJS

English suggestion template files
for JP1/PFM

Japanese suggestion template files
for JP1/AJS

Japanese suggestion template files
for JP1/PFM
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Product name

Central Console

1. JP1/IM System Maintenance

File name

imdd suggestion pfm suspend monitoring ja.co
nf

any-path/ suggestion-definition-files
/etc/opt/jplcons/conf/jplco_env.conf
/etc/opt/jplcons/conf/jplco param.conf
/etc/opt/jplcons/conf/jplco param V7.conf

/etc/opt/jplcons/conf/jplco_service.conf

/etc/opt/jplcons/conf/jplco system.conf

/etc/opt/jplcons/conf/action/actdef.conf

/etc/opt/jplcons/conf/console/actprofile/
actprofile JPIl-user-name

/etc/opt/jplcons/conf/console/actprofile/
actprofile2 JPI-user-name

/etc/opt/jplcons/conf/console/actprofile/
actprofile 0950 JPI-user-name

/etc/opt/jplcons/conf/console/attribute/
*.conf

/etc/opt/jplcons/conf/console/attribute/
extend/*.conf

/etc/opt/jplcons/conf/console/filter/*.conf

/etc/opt/jplcons/conf/console/filter/
attr list/
common_exclude filter attr list.conf

/etc/opt/jplcons/conf/console/filter/
auto list/
common_exclude filter auto list.conf

/etc/opt/jplcons/conf/console/mapping/
mapping.conf

/etc/opt/jplcons/conf/console/monitor/*.conf

/etc/opt/jplcons/conf/console/object type/*

/etc/opt/jplcons/conf/console/
profile/.system

/etc/opt/jplcons/conf/console/profile/
defaultUser

/etc/opt/jplcons/conf/console/profile/
profile JPI-user-name

/etc/opt/jplcons/conf/console/profile/
systemColor.conf

/etc/opt/jplcons/default/console.conf™

Description

Suggestion definition file

IM environment definition file
IM parameter definition file
IM parameter definition file

Extended startup process
definition file

IM server system environment
settings file

Automated action definition file

Action profile

Definition file for extended event
attributes

Definition file for extended event
attributes (extended file)

Filter definition file

Common-exclusion-conditions
display item definition file

Common-exclusion-conditions
auto-input definition file

Event information mapping
definition file

Definition file for opening
monitor windows

Definition file for object types
System profile
JP1/IM - View user profile

(default)

JP1/IM - View user profile

System color definition file

Communication environment
definition file
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Product name

1. JP1/IM System Maintenance

File name

/etc/opt/jplcons/conf/console/correlation/
view cor.conf

/etc/opt/jplcons/conf/console/correlation/
view cor_ JPIl-user-name.conf

/etc/opt/jplcons/conf/console/rmtcmd/
cmdbtn.conf

/etc/opt/jplcons/conf/health/jcohc.conf

/etc/opt/jplcons/conf/hostmap/
user hostmap.conf

/etc/opt/jplcons/conf/action/actnotice.conf

/etc/opt/jplcons/conf/processupdate/
processupdate.conf

/etc/opt/jplcons/conf/guide/jco_guide.txt

/etc/opt/jplcons/conf/console/incident/
incident.conf

/etc/opt/jplcons/conf/console/incident/
incident info.conf

/etc/opt/jplcons/conf/system/event storm/
*.conf

/etc/opt/jplcons/conf/console/event storm/
attr list/event storm attr list.conf

/etc/opt/jplcons/conf/console/event storm/
auto_list/event storm auto_ list.conf

user-selected-directory / user-selected-file-name

All files under /etc/opt/jplcons/conf/evgen/

user-selected-directory/ file-name . conf

/etc/opt/jplcons/conf/chsev/jcochsev.conf

/etc/opt/jplcons/conf/action/attr list/
attr list.conf

/etc/opt/jplcons/conf/chsev/attr list/
chsev_attr list.conf

/etc/opt/jplcons/conf/chsev/auto list/
chsev_auto list.conf

/etc/opt/jplcons/conf/chattr/jcochmsg.conf

/etc/opt/jplcons/conf/chattr/attr list/
chmsg attr list.conf

/etc/opt/jplcons/conf/chattr/auto list/
chmsg auto list.conf

Description

Settings file for the consolidated
display of repeated events

Settings file for the consolidated
display of repeated events

Command button definition file

Health check definition file

Event-source-host mapping
definition file

Automatic action notification
definition file

Status event definition file

Event guide information file

Definition file for manually
registering incidents

Configuration file for incident
inheritance information

Repeated event condition
definition file

Display item definition file for
repeated event condition

Auto-input definition file for
repeated event condition

Event guide message file

Definition files for correlation
event generation

Correlation event generation
definition file

Severity changing definition file

File that defines which items are
displayed for event conditions

Display item definition file for
severity change definition

Automatic input definition file for
severity change definition

Display message change
definition file

Display item definition file for a
display message change definition

Automatic input definition file for
a display message change
definition
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Product name File name

/etc/opt/jplcons/conf/console/performance/
performance.conf

Central Scope /etc/opt/jplscope/conf/jcs guide*.txt
/etc/opt/jplscope/conf/jcs_hosts

/etc/opt/jplscope/conf/
action complete on.conf

/etc/opt/jplscope/conf/
action complete off.conf

user-selected-directory / user-selected-file-name

user-selected-directory / user-selected-file-name

/etc/opt/jplscope/conf/auto_dbbackup on.conf

/etc/opt/jplscope/conf/
auto dbbackup off.conf

/etc/opt/jplscope/conf/
evhist warn event on.conf

/etc/opt/jplscope/conf/
evhist warn event off.conf

user-selected-directory / user-selected-file-name

user-selected-directory / user-selected-file-name
IM Configuration | /etc/opt/jplimm/conf/imcf/
Management jplcf applyconfig.conf

/etc/opt/jplimm/conf/imcf/
jplcf treedefaultpolicy.csv

All files under /var/opt/jplimm/data/imct/

/etc/opt/jplimm/conf/agtless/targets/ssh.ini

Description

Performance report display
definition file

Guide information file
Host information file

Settings file for completed-action
linkage function

Definition file for automatic
delete mode of status change
event

Definition file for monitoring
object initialization mode

Backup recovery settings file for
monitored object database

Settings file for the maximum
number of status change events

Guide message file

Definition file for on memory
mode of status change condition

Apply-IM-configuration -method
definition file

Default monitoring policy
definition file

System management information

Definition files regarding SSH
authentication information

#1: The common definition information backup file backs up the definition information of a logical host in a cluster system. This backup file is
created during setup of the cluster system. This backup file backs up the definition information of JP1/IM as well as JP1/Base, JP1/AJS, and
Version 06-02 and later of JP1/Power Monitor. For details, see 7.1.3(5) Setting common definition information in the JP1/Integrated Management

2 - Manager Configuration Guide.
#2: On a logical host, JP1_DEFAULT is the logical host name.
#3: This file exists only on a physical host.

1.1.4 Recovery (in UNIX)

This subsection explains how to recover the JP1/IM configuration information.

Before you recover JP1/IM backup information, you must first recover JP1/Base. Make sure that the following
prerequisite conditions are met, and then recover the backup files to their original locations.
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Prerequisite conditions:
* JP1/Base has been installed, and the setup command has already been executed.
* JP1/IM - Manager has been installed, and the setup command has already been executed.
* To recover a logical host environment, JP1 must already be set up in the logical host environment.
e JP1/Base and JP1/IM - Manager are stopped.

Backup information is recovered only for the host of the environment that was backed up. To recover backup information,
you must perform a recovery operation in each environment.

If the system operates in a cluster configuration, recover each environment in the order of physical hosts, then logical
hosts.
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1.2 Managing the databases

The JP1/IM system uses the following databases:

¢ Command execution log

* Monitored object database

* Host information database

* Event database

* File for accumulated response-waiting events

¢ IM database

The monitored object database and the host information database are used when the Central Scope functions are used.
The file for accumulated response-waiting events is used by the response-waiting event management function. This
section explains the procedure for backing up and recovering these databases, and the procedure for re-creating them.

1.2.1 Database reorganization

(1) Reorganization of the command execution log

There is no need to reorganize the command execution log.

(2) Reorganization of the monitored object database and the host
information database

There is no need to reorganize the monitored object database or the host information database.

(3) Reorganization of the event database

There is no need to reorganize the event database.

(4) Reorganization of the file for accumulated response-waiting events

There is no need to reorganize the file for accumulated response-waiting events.

(5) Reorganization of the IM databases

This subsection explains the procedure for reorganizing the IM databases.

Among the IM databases, when data is repeatedly added to and deleted from the IM Configuration Management database,
the free space in the IM database can become fragmented. This can prevent additional items from being registered before
the maximum number of hosts or properties has been reached. In addition, registering, updating, and deleting database
entries might take extra time.

To prevent such occurrences, reorganize the IM databases at times such as the following.

e When JP1/IM - Manager is stopped for regular backup operations
* During annual creation and implementation of a reorganization execution plan

e When the message KFPH00212-T or KFPH00213-W is output to the Windows Event Log (syslog)
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When issues like the above occur, use the procedure below to release free space in the database. To release the free
space in the database:

1. In Windows, check whether the IM database service (JP1/IM2 - Manager DB Server) is running.
2. Using the jimdbreclaim command, release the free space in the database.

3. Check whether any host information or profiles registered in the IM database are unnecessary, and delete those that
are not needed.

If this procedure does not eliminate the occurrence of problems, you need to reorganize the IM database. The following
describes the procedures for reorganizing the IM database on a physical host, and in a cluster environment.

(a) Reorganizing the IM database on a physical host

To reorganize the IM database on a physical host:

1. Check the service status.
¢ In Windows, check whether the IM database service (JP1/IM2 - Manager DB Server) is running.
e Check whether the JP1/IM-Manager service is stopped.
e IfJP1/IM - MO is being used, check whether the JP1/IM - Message Optimizer service of JP1/IM - MO on the

connection source is stopped.

2. Stop the JP1/IM - Manager service.

IfJP1/IM - MO is being used, also stop the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

3. Using the j imdbrorg command, reorganize the database.

For details about the j imdbrorg command, see jimdbrorg (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

4. Start the JP1/IM - Manager service.

IfJP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

(b) Reorganizing the IM database in a cluster environment

In a cluster environment, execute the reorganization process on the executing host. Furthermore, the shared directory
must be accessible.

To reorganize the IM database in a cluster environment:

1. Check the service status.

¢ In Windows, check whether the IM database service (JP1/IM2 - Manager DB Server logical-host-name) is
running.

* Check whether the JP1/IM-Manager service and the cluster service (JP1/IM2 - Manager DB Cluster
Service logical-host-name) of the IM database are stopped.

e IfJP1/IM - MO is being used, check whether the JP1/IM - Message Optimizer service of JP1/IM - MO on the
connection source is stopped.

2. Using the j imdbrorg command, reorganize the database.
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For details about the j imdbrorg command, see jimdbrorg (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

3. Start the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-
name) of the IM database that was stopped in Step 1.

If JP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

1.2.2 Database backup and recovery

When you perform backup and recovery, all of the following items need to match on the backup source and the recovery
destination:

* Host name

e [P address

* PP model name

» PP version (match the format of VVRRZZ)

* Directory structure used by the product (permissions and the like must match)
It is assumed that the OS and hardware on the source and the destination are able to perform the same operations.
If the above conditions are not met, you will need to move files.
See 1.5 Migrating the configuration information and databases and perform the operations described there.

You can use OS commands or backup software to make a full backup of the entire system. However, we recommend
that you back up or recover data by using the commands provided with individual JP1/IM - Manager functions that do
not depend on OS commands or backup software. If you use OS commands or backup software, the following conditions
must be met:

¢ Data is backed up when all JP1/IM - Manager services, including the IM database, have been stopped.
¢ Datais backed up when all file and registry information, including the information registered in the OS, is consistent.

* The backup target files are not sparse files.

Databases cannot be partially backed up and recovered. If a database is partially backed up or recovered, database
associations become contradictory. In this case, incorrect data could be referenced.

Back up and recover definition information in addition to the database itself. If you back up only the database,
relationships with the definition information might become inconsistent.

Stop JP1/IM - View when you perform backup and recovery.
(1) Command execution log backup and recovery procedures
The following explains the procedures for backing up and recovering the command execution log.

(a) Backup procedure

To back up the command execution log:

1. Stop JP1/IM - Manager.
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2. Stop JP1/Base.

3. Back up the target files.
For details about which files to back up, see 1.2.2(1)(c) Files to back up.

4. Start JP1/Base.

5. Start JP1/IM - Manager.

(b) Recovery procedure

To recover the command execution log:
1. Stop JP1/IM - Manager.
2. Stop JP1/Base.
3. Place the backup files in their respective directories.
4. Start JP1/Base.

5. Start JP1/IM - Manager.

0 Important

When the log is recovered, the history of the automated actions taken and the commands executed from
the Command Execution window between the time of backup and the time of recovery cannot be viewed.

(c) Files to back up

The files to back up are listed below.

In Windows:
Table 1-3: Files to back up (Windows)

Information type Files to back up

Command execution log file All files under Base-path\ 10g\ COMMAND\
All files under shared-folder\ jplbase\1og\COMMAND\

Action information file Console-path\1og\action\actinf.log
shared-folder\9plcons\log\action\actinf.log

Action hosts file Console-path\1og\action\acttxt{1]2}.log

shared-folder\jplcons\log\action\acttxt{1]2}.log

In UNIX:
Table 1—4: Files to back up (UNIX)
Information type Files to back up
Command execution log file All files under /var/opt/jplbase/log/COMMAND/
All files under shared-directory/jplbase/log/COMMAND/

Action information file /var/opt/jplcons/log/action/actinf.log
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Information type Files to back up
shared-directory/jplcons/log/action/actinf.log
Action hosts file /var/opt/jplcons/log/action/acttxt{1]2}.log

shared-directory/jplcons/log/action/acttxt{1]2}.log

For details about the command execution log file, see the JP1/Base User's Guide.

(2) Monitored object database backup and recovery procedures

The following explains the procedures for backing up and recovering the monitored object database. The monitored
object database is used when the Central Scope functions are used.

(a) Backup procedure
To back up the monitored object database:
1. Stop JP1/IM - Manager.

2. Back up the target files.
The table below shows the files to back up.

Table 1-5: Files to back up

(O Information type Files to back up
Windows Monitored object All files under Scope-path\database\jcsdb\
database

All files under shared-folder\jplscope\database\jcsdb\

UNIX Monitored object All files under /var/opt/jplscope/database/jcsdb/

database
All files under shared-directory/jplscope/database/jcsdb/

3. Start JP1/IM - Manager.

(b) Recovery procedure

To recover the monitored object database:
1. Stop JP1/IM - Manager.
2. Place the backup files in directories.

3. Start JP1/IM - Manager.

(3) Host information database backup and recovery procedures

The following explains the procedures for backing up and recovering the host information database. The host information
database is used when the Central Scope functions are used.

(a) Backup procedure

To back up the host information database:

1. Stop JP1/IM - Manager.
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2. Back up the target files.
The table below shows the files to back up.

Table 1-6: Files to back up

(O] Information type Files to back up
Windows Host information All files under Scope-path\database\jcshosts\
database

All files under shared-folder\ jplscope\database\jcshosts\

UNIX Host information All files under /var/opt/jplscope/database/jcshosts/

database
All files under shared-directory/ jplscope/database/jcshosts/

3. Start JP1/IM - Manager.

(b) Recovery procedure
To recover the host information database:
1. Stop JP1/IM - Manager.

2. Place the backup files in directories.

3. Start JP1/IM - Manager.

(4) Event database backup and recovery procedures

For details about the procedures for backing up and recovering the event database, see the explanation on backup and
recovery in the JP1/Base User's Guide.

When you are recovering the event database of a JP1/IM - Manager host, you must also back up and recover the command
execution log at the same time. For details about the procedures for backing up and recovering the command execution
log, see 1.2.2(1) Command execution log backup and recovery procedures.

0 Important

When you are backing up and recovering the event database, you must also back up and recover the
command execution log at the same time.

If you back up and recover only the event database, an inconsistency will occur in the association of JP1
event execution results and automated actions inside the event database.

The results of automated actions executed before the event database recovery may be displayed as the
execution results of automated actions for JP1 events registered after the event database recovery.

(5) Backup and recovery procedures for the file for accumulated
response-waiting events

The following explains the procedures for backing up and recovering the file for accumulated response-waiting events.
This file is used by the response-waiting event management function.

(a) Backup procedure

1. Stop JP1/IM - Manager.
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2. Back up the target files.
The table below shows the files to back up.

Table 1-7: Files to back up
(O] Files to back up
Windows Console-path\1og\response\resevent.dat
shared-folder\jplcons\log\response\resevent.dat
UNIX /var/opt/jplcons/log/response/resevent.dat

shared-directory/jplcons/log/response/resevent.dat
3. Start JP1/IM - Manager.

(b) Recovery procedure
1. Stop JP1/IM - Manager.
2. Place the backup files in the appropriate directories.

3. Start JP1/IM - Manager.

(6) IM database backup and recovery procedures

This subsection explains the procedures for backing up and recovering the IM database on a physical host, and in a
cluster environment.

0 Important

When you back up and recover the IM database, you must also back up and recover the event database. For
details about the procedure for backing up and recovering the event database, see 1.2.2(4) Event database
backup and recovery procedures.

0 Important

Depending on the method used to recover the event database, you might need to re-create the event database.
Depending on the method used to re-create the event database, you might also need to re-create the IM
database. In such a case, do not recover the IM database. If the IM database is recovered, information in
the IM database might no longer match the information in the event database, resulting in an unexpected
change to the JP1 event handling status when the handling status is changed.

0 Important

Do not recover the backup data that was acquired before j imdbupdate command execution from the
pre-update IM database to the IM database after j imdbupdate command execution.

After you have executed the j imdbupdate command, use the 7 imdbbackup command again to acquire
a backup.
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(a) Procedures for backing up and recovering the IM database on a physical host

To back up the IM database on a physical host:
1. In Windows, check whether the IM database service (JP1/IM2 - Manager DB Server) is running.

2. Stop the following services:
e JP1/IM-Manager service
e In Windows, the cluster service (JP1/IM2 - Manager DB Cluster Service) of the IM database
e IfJP1/IM - MO is being used, the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection source

3. Use the jimdbbackup command to make a backup of the target database.

For details about the j imdbbackup command, see jimdbbackup (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

4. Back up the target files.
For details about which files to back up, see 1.1.1 Backup (in Windows) and 1.1.3 Backup (in UNIX).

5. Start the services that were stopped in step 2.
To recover the IM database on a physical host:
1. In Windows, check whether the IM database service (JP1/IM2 - Manager DB Server) is running.

2. Stop the following services:
* JP1/IM-Manager service
* In Windows, the cluster service (JP1/IM2 - Manager DB Cluster Service) of the IM database
e IfJPI/IM - MO is being used, the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection source

3. Using the j imdbrecovery command, recover the target database.

For details about the j imdbrecovery command, see jimdbrecovery (in Chapter 1. Commands) in the manual
JP1/Integrated Management 2 - Manager Command, Definition File and API Reference.

4. Place the backed up files in their respective directories.
With IM configuration management enabled, place the backed up files in their respective directories.

5. Start the services that were stopped in step 2.

6. When you use the Intelligent Integrated Management Base, execute the jddupdatetree command in the new
and rebuilding mode.

(b) Procedures for backing up and recovering the IM database in a cluster
environment

The procedure for backing up the IM database in a cluster environment is described below. In the case of a cluster
environment, execute the backup process on the executing host. Furthermore, the shared directory must be accessible.

To back up the IM database in a cluster environment:

1. Stop the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-
name) of the IM database.
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IfJP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

. Using the jimdbbackup command, make a backup of the target database.

For details about the j imdbbackup command, see jimdbbackup (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

. Back up the target files.

For details about which files to back up, see /.1.1 Backup (in Windows) and 1.1.3 Backup (in UNIX).

. Start the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-

name) of the IM database that was stopped in Step 1.

If JP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

To recover the IM database in a cluster environment. If the system operates in a cluster configuration, perform recovery
on the active host. You will also need to be able to access shared directories.

1

. Stop the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-

name) of the IM database.

If JP1/IM - MO is being used, also stop the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

. Using the j imdbrecovery command, recover the target database.

For details about the jimdbrecovery command, see jimdbrecovery (in Chapter 1. Commands) in the manual
JP1/Integrated Management 2 - Manager Command, Definition File and API Reference.

. Place the backed up files in their respective directories.

With IM configuration management enabled, place the backed up files in their respective directories.

. Start the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-

name) of the IM database that was stopped in Step 1.

IfJP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

. When you use the Intelligent Integrated Management Base, execute the jddupdatetree command in the new

and rebuilding mode.

1.2.3 Re-creating a database and changing its settings

(1) Re-creating the command execution log

To re-create the command execution log:

1.

Stop JP1/IM - Manager.

2. Stop JP1/Base.

3.

Delete the command execution log file, the action information file, and the action hosts file shown in the table below.
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In Windows:
Table 1-8: Files to delete (Windows)

Information type Files to delete

Command execution log file All files under Base-path\ 10g\ COMMAND\
All files under shared-folder\ jplbase\1og\COMMAND

Action information file Console-path\1og\action\actinf.log
shared-folder\ jplcons\log\action\actinf.log

Action hosts file Console-path\1log\action\acttxt{1]2}.log

shared-folder\jplcons\log\action\acttxt{1]2}.log

In UNIX:
Table 1-9: Files to delete (UNIX)

Information type Files to delete

Command execution log file All files under /var/opt/jplbase/log/COMMAND/
All files under shared-directory/ jplbase/log/COMMAND/

Action information file /var/opt/jplcons/log/action/actinf.log
shared-directory/jplcons/log/action/actinf.log

Action hosts file /var/opt/jplcons/log/action/acttxt{1|2}.log

shared-directory/jplcons/log/action/acttxt{1]2}.log

4. Start JP1/Base.
5. Start JP1/IM - Manager.

Restarting JP1/Base and JP1/IM - Manager and executing a command from JP1/IM - View or an automated action re-
creates the command execution log.

(2) Procedure for re-creating the monitored object database and the host
information database

To re-create the monitored object database and the host information database:
1. Stop JP1/IM - Manager.

2. Back up the files.
Back up the Scope-path\database\ folder.

3. Re-create the monitored object database.
Executing the jcsdbsetup -f command deletes the existing monitored object database, and then re-creates the
object database.

4. Re-create the host information database.

First, delete the files from the Scope-path\database\jcshosts)\ folder, and then execute the following
command:

jcshostsimport -r host-information-file (jcs hosts)
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5. Start JP1/IM - Manager.

(3) Procedure for re-creating the event database

The procedure differs depending on the version of JP1/Base that is installed on the target host whose event database
you are re-creating.

(a) Manager (JP1/Base 09-00 or later)

The procedure differs depending on whether the integrated monitoring database is used.

If the integrated monitoring database for JP1/IM - Manager is not used
Using the jevdbinit command of JP1/Base, initialize the event database.

For details about how to initialize the event database of JP1/Base, see the description about initializing the event
database in the chapter that explains how to set up the Event Service environment in the JPI/Base User's Guide.

If you changed the serial numbers by executing the jevdbinit command with the —s option, you must re-create
the command execution log.
For details about how to re-create the command execution log, see /.2.3(1) Re-creating the command execution log.

If the integrated monitoring database for JP1/IM - Manager is used
You can use the following procedure to initialize the event database:

1. Stop JP1/IM - Manager.

2. Execute the JP1/Base jevdbinit command without the -s option.
Ifyou execute the jevdbinit command without the -s option, the serial numbers in the pre-initialization event
database are inherited.
If you changed the serial numbers by executing the Jevdbinit command with the —s option, you must set up the
integrated monitoring database again and re-create the command execution log.
Before setting up the integrated monitoring database again, unset up the database by executing the jcodbunsetup
command.
For details about how to re-create the command execution log, see 1.2.3(1) Re-creating the command execution log.
For details about the jevdbinit command, see the chapter on commands in the JP1/Base User's Guide.

Note that if you execute the jevdbinit command with the —s option specified, you must use Central Scope to
select the root monitoring node, change the status, and delete the status change event logs.

(b) Agent (JP1/Base 07-51 or earlier)

Using the jevdbinit command of JP1/Base, initialize the event database. There is no need to delete and re-create
the event database.

For details about how to initialize the event database of JP1/Base, see the description about initializing the event database
in the chapter that explains how to set up the Event Service environment in the JP1/Base User's Guide.

@) 'mportant

If an agent initializes the event database, JP1/Base discards the events without registering them in the event
database. Consequently, if the correct procedure is not followed, it might become impossible to transfer
some of the events after the event database is initialized.
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(c) Agent (JP1/Base 07-00 or earlier)

When an event database is re-created, the following problem occurs:

* Atthe JP1 event forwarding destination host, the processing performance for accepting, registering, and acquiring
JP1 events deteriorates.

This is because re-creation initializes the event database at the forwarding source, creating a mismatch with the
management information in the event database at the forwarding destination.

@) 'mportant

If an agent initializes the event database, JP1/Base discards the events without registering them in the event
database. Consequently, if the correct procedure is not followed, it might become impossible to transfer
some of the events after the event database is initialized.

To prevent this problem from occurring, re-create event databases using the following procedure.
To re-create event databases:

1. Stop JP1/Base.

2. Stop JP1/Base at all forwarding destination hosts defined in the forwarding setting file (forward) of the JP1/Base
you stopped in Step 1.

If data is forwarded from the JP1/Base at the forwarding destination host to yet another host, stop this forwarding
destination as well. If JP1/IM - Manager has been installed on the host that is to be stopped, stop JP1/IM - Manager
beforehand.

For details about the forwarding setting file (forward), see the sections that describe the settings for JP1 event
forwarding in the chapter that explains how to set up an Event Service environment in the JPI/Base User's Guide.

3. Delete the event databases of the JP1/Bases you stopped in Steps 1 and 2.

If you need to view the content of the event databases, use the jevexport command of JP1/Base to output this
content to a CSV file. Note that you cannot re-create an event database from an output CSV file.

For details about the jevexport command, see the chapter on commands in the JP1/Base User's Guide.
4. Start the JP1/Base (and JP1/IM - Manager) that you stopped in Step 2.
5. Start the JP1/Base that you stopped in Step 1.
Starting JP1/Base in Steps 4 and 5 re-creates the event databases.

For this example, assume that event databases will be re-created in the system configuration shown in the following
figure.

1. JP1/IM System Maintenance

JP1/Integrated Management 2 - Manager Administration Guide 45



Example showing hosts and forwarding destination hosts on which event databases

are to be re-created
Host F

Figure 1-1:

JP1/IM - Manager D

| JP1/Base U

Event
database

Event Event Event
database database database

Event Event
database database

- JP1 event forwarding

To re-create (delete) the event database of host A, it is necessary to delete the event databases of Hosts C and F, which
are the forwarding destination hosts for JP1 events.

(4) Procedure for re-creating the file for accumulated response-waiting
events

1. Stop JP1/IM - Manager.

2. Delete the file for accumulated response-waiting events.
Table 1-10: Files to delete
oS Files to delete
Windows Console-path\1og\response\resevent.dat
shared-folder\jplcons\log\response\resevent.dat
UNIX /var/opt/jplcons/log/response/resevent.dat

shared-directory/jplcons/log/response/resevent.dat

3. Start JP1/IM - Manager.
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(5) Procedures for expanding the IM database size

This subsection explains how to expand the IM database size on a physical host, and in a cluster environment. If you
create the IM database with L specified for the database size in the setup information file (j imdbsetupinfo.conf),
the IM database size cannot be expanded.

(a) Procedure for expanding the IM database size on a physical host

The procedure for expanding the IM database size differs depending on whether you need to continue system monitoring
without using the IM database during the expansion process. The procedure for each scenario is described below.

L.

10.

11.

Procedure when monitoring events without using the IM database during the expansion process

Isolate the integrated monitoring database and the IM Configuration Management database.

Isolate the integrated monitoring database and the IM Configuration Management database so that Central Console
only uses the JP1/Base event database.

Execute the following command, and then restart JP1/IM - Manager:

jcoimdef -db OFF

For details about the jcoimdef command, see jcoimdef (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

IfJP1/IM - MO is being used, also stop the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

. Back up the database.

Execute the j imdbbackup command with the -m EXPAND option specified.

For details about the j imdbbackup command, see jimdbbackup (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

. Unset up both the integrated monitoring database and the IM Configuration Management database.

Unset up only those databases that have been set up.

. Edit the setup information file.

Change the size specified in the database size (IMDBSIZE) of the setup information file.

. Stop JP1/IM - Manager.
. Stop JP1/Base.
. Restart the OS.
. Start JP1/Base.

. Start JP1/IM - Manager.

Set up both the integrated monitoring database and the IM Configuration Management database.
Set up only those databases that were unset up in Step 3.

During setup, you need to specify a database size that is larger than the backup size and the same database directory
that was used during the backup.

Recover the database.
Execute the jimdbrecovery command with the —-m EXPAND option specified.
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12.

13.

10.

11.

For details about the j imdbrecovery command, see jimdbrecovery (in Chapter 1. Commands) in the manual
JP1/Integrated Management 2 - Manager Command, Definition File and API Reference.

Restart the JP1/IM - Manager service.
Execute the following command and then restart JP1/IM - Manager:
jcoimdef —db ON

For details about the jcoimdef command, see jcoimdef (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

If JP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

When you are using the Intelligent Integrated Management Base, execute the jddupdatetree command in new
and rebuilding mode.

For details about the jddupdatetree command, see jddupdatetree in Chapter 1. Commands in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

Procedure when stopping system monitoring via Central Console

. Stop the JP1/IM - Manager service.

. Back up the database.

Execute the j imdbbackup command with the —-m EXPAND option specified.

For details about the j imdbbackup command, see jimdbbackup (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

. Unset up the integrated monitoring database and the IM Configuration Management database.

Unset up only those databases that have been set up.

. Edit the setup information file.

Change the size specified in the database size (IMDBSIZE) parameter in the setup information file.

. Stop JP1/Base.
. Restart the OS.
. Start JP1/Base.

. Set up the integrated monitoring database and the IM Configuration Management database.

Set up only those databases that you unset up in Step 3.

During setup, you need to specify a database size that is larger than the size of the database you backed up, and the
same database directory that was used during the backup.

. Recover the database.

Execute the jimdbrecovery command with the -m EXPAND option specified.

For details about the j imdbrecovery command, see jimdbrecovery (in Chapter 1. Commands) in the manual
JP1/Integrated Management 2 - Manager Command, Definition File and API Reference.

Start the JP1/IM - Manager service.

When you are using the Intelligent Integrated Management Base, execute the jddupdatetree command in new
and rebuilding mode.
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For details about the jddupdatetree command, see jddupdatetree in Chapter 1. Commands in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

(b) Procedure for expanding the IM database size in a cluster environment

The procedure for expanding the database size differs depending on whether you need to continue system monitoring
via Central Console during the expansion process. The procedure for each scenario is described below.

* Procedure when continuing system monitoring via Central Console (with limited functionality)

1. Isolate the integrated monitoring database and the IM Configuration Management database.

Isolate the integrated monitoring database and the IM Configuration Management database so that Central Console
only uses the JP1/Base event database.

Execute the following command, and then restart JP1/IM - Manager:
jcoimdef —db OFF -h logical-host-name

For details about the jcoimdef command, see jcoimdef (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

IfJP1/IM - MO is being used, also stop the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

2. Stop the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-name) of the IM database.

Stop the cluster service (JP1/IM-Manager DB Cluster Service logical-host-name) of the IM database registered in
the cluster software.

3. Back up the database.
Execute the j imdbbackup command with the —-m EXPAND option specified.

For details about the j imdbbackup command, see jimdbbackup (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

4. Unset up the integrated monitoring database and the IM Configuration Management database.
Unset up only those databases that have been set up.

5. Edit the cluster setup information file.
Change the size specified in the database size (IMDBSIZE) of the cluster setup information file.

6. Stop JP1/IM - Manager.
7. Stop JP1/Base.
8. Restart the OS.
9. Start JP1/Base.
10. Start JP1/IM - Manager.

11. Set up the integrated monitoring database and the IM Configuration Management database.
Set up only those databases that were unset up in Step 4.

During setup, you need to specify a database size that is larger than the backup size and the same database directory
that was used during the backup.

12. Recover the database.
Execute the jimdbrecovery command with the -m EXPAND option specified.
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For details about the j imdbrecovery command, see jimdbrecovery (in Chapter 1. Commands) in the manual
JP1/Integrated Management 2 - Manager Command, Definition File and API Reference.

13. Start the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-name) of the IM database.

Start the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-name) of the IM database you stopped
in Step 2.

14. Restart the JP1/IM - Manager service.
Execute the following command and then restart JP1/IM - Manager:
jcoimdef -db ON -h logical-host-name

For details about the jcoimdef command, see jcoimdef (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

IfJP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

15. When you are using the Intelligent Integrated Management Base, execute the Jddupdatetree command in new
and rebuilding mode.

For details about the jddupdatetree command, see jddupdatetree in Chapter 1. Commands in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

* Procedure when stopping system monitoring via Central Console

1. Stop the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-
name) of the IM database.

Stop the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-
name) of the IM database registered in the cluster software.

2. Back up the database.
Execute the j imdbbackup command with the -m EXPAND option specified.

For details about the jimdbbackup command, see jimdbbackup (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

3. Unset up the integrated monitoring database and the IM Configuration Management database.
Unset up only those databases that have been set up.

4. Edit the cluster setup information file.
Change the size specified in the database size (IMDBSIZE) parameter in the cluster setup information file.

5. Stop JP1/Base.
6. Restart the OS.
7. Start JP1/Base.

8. Set up the integrated monitoring database and the IM Configuration Management database.
Set up only those databases you unset up in Step 3.

During setup, you need to specify a database size that is larger than the size of the database you backed up, and the
same database directory that was used during the backup.

9. Recover the database.

Execute the jimdbrecovery command with the -m EXPAND option specified.
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For details about the j imdbrecovery command, see jimdbrecovery (in Chapter 1. Commands) in the manual
JP1/Integrated Management 2 - Manager Command, Definition File and API Reference.

10. Start the JP1/IM - Manager service and the cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-
name) of the IM database.

Start the JP1/IM - Manager service and cluster service (JP1/IM2 - Manager DB Cluster Service logical-host-
name) of the IM database you stopped in Step 1.

11. When you are using the Intelligent Integrated Management Base, execute the jddupdatetree command in new
and rebuilding mode.

For details about the jddupdatetree command, see jddupdatetree in Chapter 1. Commands in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

(6) Procedure for changing the IM database port
To change the IM database port:

1. Stop JP1/IM - Manager service.

If JP1/IM - MO is being used, also stop the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

2. Back up the database.
Execute the j imdbbackup command with the -m MAINT option specified.

For details about the j imdbbackup command, see jimdbbackup (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

3. Unset up both the integrated monitoring database and the IM Configuration Management database.

Unset up only those databases that have been set up.

4. Edit the setup information file.
Change the port number described in the setup information file.

5. Stop JP1/Base.
6. Restart the OS.
7. Start JP1/Base.

8. Set up both the integrated monitoring database and the IM Configuration Management database.
Set up only those databases that were unset up in Step 3.

9. Recover the database.
Execute the jimdbrecovery command with the -m MATNT option specified.

For details about the j imdbrecovery command, see jimdbrecovery (in Chapter 1. Commands) in the manual
JP1/Integrated Management 2 - Manager Command, Definition File and API Reference.

10. Start JP1/IM - Manager.

IfJP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

11. When you are using the Intelligent Integrated Management Base, execute the jddupdatetree command in new
and rebuilding mode.
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For details about the jddupdatetree command, see jddupdatetree in Chapter 1. Commands in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

(7) Procedure for rebuilding the IM database

The procedure below explains the procedure for rebuilding the IM database that is required when you change the
manager's host name. After you change the host name of a physical or logical host, you need to rebuild the IM database.
Note that when the host name of a logical host is changed, you need to re-register the service created in this procedure
in the IM database service to be registered in the cluster software.

To rebuild the IM database:

1. Stop JP1/IM - Manager service.

IfJP1/IM - MO is being used, also stop the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

2. Unset up both the integrated monitoring database and the IM Configuration Management database.
Unset up only those databases that have been set up.

3. Change the name of the host on which JP1/IM - Manager has been installed.
4. This step is not necessary if the host name is not changed.

5. Stop JP1/Base.

6. Restart the OS.

7. Start JP1/Base.

8. Set up both the integrated monitoring database and the IM Configuration Management database.
Set up only those databases that were unset up in Step 2.
When you are setting up a logical host, you need to edit the logical host name in the cluster setup information file.

9. Start JP1/IM - Manager.
Start the JP1/IM - Manager of the host to be changed.

If JP1/IM - MO is being used, also start the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source.

10. When you are using the Intelligent Integrated Management Base, execute the Jddupdatetree command in new
and rebuilding mode.
For details about the jddupdatetree command, see jddupdatetree in Chapter 1. Commands in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

0 Important

If you rebuild the IM database after changing the host name, you cannot recover the database. Therefore,
as needed, use the jcoevtreport command to output and save JP1 events, and use the jcfexport
command to save the IM configuration management information. For details about commands, see Chapter
1. Commands in the manual JPI/Integrated Management 2 - Manager Command, Definition File and API
Reference.
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If you do not change the host name, you can recover the database. For details, see /.2.2 Database backup
and recovery.
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1.3 Managing the disk capacity

To ensure stable operation of JP1/IM, check the available disk space regularly.

1.3.1 Managing the IM database capacity

The integrated monitoring databases used by JP1/IM are designed not to increase invalid areas, even during continued
use. As long as the required capacity is secured, there is no need to check the database during operations.

Because data is written to the database created at setup, you basically do not have to consider capacity increase if the

capacity is properly estimated at setup.

For details about increasing the log file size, see 1.3.2 Managing the log file size.

When the number of JP1 events exceeds the storage limit of the integrated monitoring database, JP1 events are
automatically deleted. Therefore, you need to output and save JP1 event information regularly to prevent data loss.

To manage the disk capacity using the output-and-save operation:

1. View the information related to output-and-save operations.

Executing the jcoevtreport —showsv command displays the information related to output-and-save
operations. Based on this information, estimate the output-and-save frequency and the free space required for

outputting and saving information.

The following table shows the items that are displayed.

Table 1-11: Displayed items
Displayed item

Percentage of events that have not been saved

Size of events that are have not been saved

Settings for deletion warning notification

2. Output and save the events that have not been output.

Description

Shows the percentage of JP1 events within the integrated monitoring
database that have not been output or saved (the ratio relative to the
maximum number of entries in the integrated monitoring database).

Shows the data size of JP1 events within the integrated monitoring
database that have not been output or saved (in megabytes).

The size displayed is the size within the integrated monitoring database.
CSV output will require 1.2 times the size of the displayed events that
have not been output.

Shows the value set as the deletion warning notification level.

If the deletion warning notification is set to OFF, a hyphen (-) is
displayed.

Executing the jcoevtreport -save command outputs to a CSV file all JP1 events that have not been output

and saved.

For details about the jcoevtreport command, see jcoevireport (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

If too many JP1 events occurred and regular output-and-save operations were too late for them, you can issue a deletion
warning notification event. A deletion warning notification event reports when the percentage of JP1 events that have
not been output and saved exceeds the deletion warning notification level.
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To set up a deletion warning notification:

1. Enable the issuance of deletion warning notification events.

Executing the jcoimdef -dbntc ON command enables the function that issues a deletion warning notification
event when the percentage of JP1 events not output and saved within the integrated monitoring database exceeds

the deletion warning notification level. This percentage is the ratio relative to the maximum number of entries in

the integrated monitoring database. The default for the deletion warning notification event is OFF.

2. Specify a deletion warning notification level.

Executing the jcoimdef -dbntcpos 70 command sets the percentage of JP1 events for issuing a deletion
warning notification event to 70%.

For details about the jcoimde f command, see jcoimdef (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

For details about when the IM Configuration Management database is used, see 1.2.1(5) Reorganization of the IM
databases.

1.3.2 Managing the log file size

One of the factors that can cause insufficient disk capacity is an increase in the size of log files.

In the case of JP1/IM and JP1/Base, if you estimate the log file size in advance, there is no need to consider the possibility
of increasing the log file size. This is because JP1/IM and JP1/Base use a method that outputs log files by switching
between multiple log files.

For the OS and other products on the same host, check their specifications and make sure that their log file size will not
increase.

1.3.3 Managing dump files

If JP1/IM, JP1/Base, or a user program terminates abnormally because of a problem, a dump file such as a core dump
file (in UNIX) might be output in some cases.

These dump files are large. Therefore, when a problem occurs, collect the necessary data and then delete the dump files.

In Windows, if an application error occurs in a process, the Windows Error Reporting dialog box opens. When this
dialog box opens, the system goes into a response-waiting state and cannot restart. Therefore, you need to disable error
reporting based on the screen display.

For details about collecting data for troubleshooting, see /1. Troubleshooting.
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1.4 Using historical reports

JP1/IM manages historical information, such as information about JP1 events that occur during operations and JP1/IM
processing information. This historical information is useful during maintenance of JP1/IM.

1.4.1 Outputting events to a CSV file

The function that outputs JP1 events to a CSV file is called the event report output. The following three methods are
available for outputting JP1 events to a CSV file:

* Qutputting a snapshot of event information to a CSV file

A snapshot means extraction of information at a specific time. The snapshot of event information displayed in JP1/
IM - View can output JP1 events that are filtered according to the operation. For example, a snapshot showing the
host or product where a problem has occurred, or a snapshot showing the corrective action being taken can be used
as a system problem report.

For details about how to output to a CSV file the events list displayed in the Event Console window, see 6.1 Viewing
JPI events.

¢ Qutputting the content of the event database to a CSV file

Using the jevexport command, you can output the content of the event database managed by JP1/Base to a CSV
file. If you wish to use as historical or statistical information JP1 events that need not be forwarded to the manager,
such as normal termination of JP1/AJS jobs, you can use the jevexport command to output the content of the
agent's event database to a CSV file.

For details about the jevexport command, see the chapter that explains commands in the JP1/Base User's Guide.

* Outputting the content of the integrated monitoring database to a CSV file
Using the jcoevtreport command, you can output the JP1 events registered in the integrated monitoring
database to a CSV file. You can use this method when you wish to output the JP1 events registered in the integrated
monitoring database, such as a list of JP1 events that occurred last week, or specified events only.
For details about the jcoevtreport command, see jcoevtreport (in Chapter 1. Commands) in the manual JP1/
Integrated Management 2 - Manager Command, Definition File and API Reference.

1.4.2 Correlation event generation history

The correlation event generation history file shows the status of the correlation event generation service and the content
of the correlation event generation process.

By viewing the correlation event generation history file, you can check whether correlation events are being generated
according to the defined correlation event generation condition. For example, if a large number of historical reports
have been issued in which a certain generation condition was not met, the combination of JP1 events for which correlation
events are to be generated may not be appropriate, or the timeout period may be too short.

During regular reassessment of the generation condition, refer to the correlation event generation history file.
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1.4.3 Exclusion history and definition history of common exclusion
conditions

The history of common exclusion conditions is logged into the following files:

e Common exclusion history file

This file contains the information of JP1 events that were not collected or included in automated-action execution
due to common exclusion-conditions and the information of common exclusion-conditions that caused the exclusion.
This file also contains the history of operations to apply or change common exclusion definitions. The contents of
common exclusion-conditions definitions that caused exclusion can be found in the common exclusion-conditions
definition history file.

¢ Common exclusion-conditions definition history file

This file contains the history of operations to apply or change common exclusion-conditions definitions and the
contents of the applied or changed common exclusion-conditions definitions.

You can view the common exclusion history file to check that JP1 events are excluded by common exclusion-conditions
as intended.

For example, if an expected JP1 event does not appear in the event console or an expected automated action is not
executed, a common exclusion-condition might unexpectedly exclude the JP1 event from the target to be collected or
automated-action execution. Check the common exclusion history file to know whether any JP1 event is excluded
unexpectedly.

For details about the files, see 4.2.7(5) Information included in a common exclusion history file and 4.2.7(6) Information
included in a common exclusion-conditions definition history file of the manual JP1/Integrated Management 2 -
Manager Overview and System Design Guide.
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1.5 Migrating the configuration information and databases

1.5.1 Configuration information and databases to be migrated

The configuration information of JP1/IM needs to be migrated when one of the items listed below is different at the
migration-destination host. Note that you cannot migrate a database.

e Host name
¢ [P address
¢ PP version

* Directory structure used by the product (including permissions)

This subsection explains the configuration information of JP1/IM that is migrated.

(1) JP1/IM - Manager (Intelligent Integrated Management Base)

During migration of the Intelligent Integrated Management Base to another host, the definition files are the only
definitions that can be migrated.

The definition files for the Intelligent Integrated Management Base must be edited on the host at the migration
destination.

(2) JP1/IM - Manager (Central Console)

During migration to another host, the definitions in the automated action definition file are the only definitions that can
be migrated.

Other definitions must be re-created on the host at the migration destination.

(3) JP1/IM - Manager (Central Scope)

You can use the jcsdbexport and jcsdbimport commands to migrate the information of the monitored object
database.

Other definitions must be re-created on the host at the migration destination.

Before migrating the information of the monitored object database, make sure that the host name and IP address of the
local host, which are set in the status change condition and common condition of the monitored object, are correct.

(4) JP1/IM - Manager (IM Configuration Management)

You canuse the jcfexport and jcfimport commands to migrate the information of IM configuration management.

To apply the imported IM configuration management information to the system, see 9.7.3 Applying the imported
management information of IM Configuration Management to a system.

If the manager host name of the migration source is set in the profile information of the imported setting file, review
the profile settings.
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(5) JP1/IM - View

The definition file of JP1/IM - View must be re-created on the host at the migration destination.

(6) IM database

The IM database cannot be migrated. You need to rebuild the IM database on the host at the migration destination. For
details about how to rebuild the IM database, see 1.2.3(7) Procedure for rebuilding the IM database.

(7) Event database

The event database cannot be migrated. You need to rebuild the event database on the host at the migration destination.
For details about how to rebuild the event database, see the JPI/Base User's Guide.

1. JP1/IM System Maintenance

JP1/Integrated Management 2 - Manager Administration Guide 59



1.6 Managing certificates for the communication encryption function

When you use the communication encryption function, you need to manage certificates and private keys.

To ensure continued stable operation of JP1/IM, you need to renew the server certificate before its effective duration
expires.

Additionally, you need to correctly set the access permissions to the certificate and private key.

1.6.1 Managing the effective duration of the server certificate

The communication encryption function of JP1/IM is designed not to work if the server certificate of the manager host
expires.

To ensure continued stable operation of JP1/IM, you need to renew the server certificate before its effective duration
expires.

For details about how to update the server certificate, see 9.4.2 Changing configured certificates in the JP1/Integrated
Management 2 - Manager Configuration Guide.

To check the effective duration of the server certificate, use the openss1 command. Executing this command displays
the server certificate information. Based on this information, consider when to update the server certificate.

For details about the openss1 command, see the official website of OpenSSL.

1.6.2 Managing keystores

When the communication encryption function is enabled, JP1/IM - Manager deletes and creates keystores when it starts,
and deletes keystores when it stops. If the communication encryption function is disabled, JP1/IM - Manager deletes
keystores when it starts.

The keystores for JP1/IM - Manager store the following files:

¢ Private key
e Server certificate

* Certificate issued by an intermediate certificate authority (if used)

If the keystores were not able to be deleted when JP1/IM - Manager was starting or stopping, manually delete them.
Perform the following procedure to manually delete the unnecessary keystores:

1. Make sure that JP1/IM - Manager is stopped.

2. Delete the unnecessary keystores.

For details about the keystore storage destination, see 9.4.4(3) Keystores for JP1/IM - Manager in the JP1/Integrated
Management 2 - Manager Configuration Guide.

0 Important

When a private key or a keystore for JP1/IM - Manager is obtained, someone might be able to decrypt
encrypted communication data. Therefore, the JP1/IM - Manager administrator must strictly manage
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the private key and the keystore for JP1/IM - Manager. The folder that stores the private key or the
keystore for JP1/IM - Manager must be set so that it cannot be accessed by ordinary users.
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Changing the Configuration of JP1/IM

This chapter explains the tasks necessary for changing the configuration of a JP1/IM system.
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2.1 Changing the JP1/IM settings information

Before you change the JP1/IM operating environment by, for example, increasing the number of hosts monitored or
operated by JP1/IM or by improving the efficiency of JP1/IM jobs (system operation monitoring) by making changes
in JP1/IM operations, you need to clearly understand the purposes for making these changes. You also need to identify
what setting tasks will be necessary as a result of changes in the operating environment.

For details about the reasons for changing the operating environment and about the setting tasks, see the JP1/Integrated
Management 2 - Manager Overview and System Design Guide. For details about how to carry out setting tasks, see the
JP1/Integrated Management 2 - Manager Configuration Guide and the JP1/Base User's Guide.
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2.2 Tasks necessary when a host name is changed

This subsection explains the tasks you must perform when the host name of a manager or agent is changed, and the
procedure for distributing the system configuration.

Some tasks might also become necessary when the host name of a mail server or the logical host name of a cluster
system is changed. Perform these tasks based on the explanation provided here.

Stop JP1/Base of the manager or agent whose name is to be changed before starting the tasks.

2.2.1 Tasks necessary immediately after the host name of a manager or
agent is changed

This subsection explains the tasks you must perform immediately after the host name of a manager or agent is changed.

(1) Tasks necessary in JP1/Base

You must first terminate JP1/Base on the manager or agent whose host name has been changed, and then restart it.

(2) Tasks necessary in the IM database

When a manager's host name is changed, see /.2.3(7) Procedure for rebuilding the IM database and rebuild the IM
database.

2.2.2 Tasks to be performed when the host name of a manager or agent is
changed

(1) Host name that was set in the filtering condition

If the registered host name defined in the Severe Event Definitions window, the Settings for View Filter window, or the
Detailed Settings for Event Receiver Filter window needs to be changed, you must change the registered host name
settings in each setting window.

(2) Host name that was set in the Action Parameter Definitions window or
in the automated action definition file

If the executing host name that was defined in the Action Parameter Definitions window or in the automated action
definition file needs to be changed, you must change the executing host name settings in the Action Parameter Definitions
window or in the automated action definition file.

After setting the host name, perform either of the following tasks:

e When starting JP1/IM - Manager, in the Action Parameter Definitions window of JP1/IM - View, click the Apply
button to enable the definition.

* Reload the definition by executing the jcachange command.
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(3) Host name that was set using a status change condition for the
monitored object

If a host name that was set in the Status Change Condition Settings window or in the Common Condition Detailed
Settings window needs to be changed, you must change the host name settings in each setting window.

After setting the host name, re-distribute the system configuration. For details, see 2.2.3 Procedure for re-distributing
the system configuration when the host name of a manager or agent is changed.

(4) Host name that was set in the correlation event generation definition
file

If a host name defined as a condition for generating a correlation event in the correlation event generation definition
file needs to be changed, you must change the host name settings in the correlation event generation definition file.

After setting the host name in the correlation event generation definition file, enable the correlation event generation
definition by executing the jcoegschange command.

(5) Host name that was set in the severity changing definition file

If a host name defined as a severity changing condition in the severity changing definition file needs to be changed, you
must change the host name settings in the severity changing definition file.

Ifthe severity changing function is enabled for an event, enable the host name change by performing one of the following
tasks:

* Execute the jco spmd reload command.

 Start JP1/IM - Manager.

* In the Add Severity Change Definition Settings window, click the OK button.
¢ In the View Severity Change Definitions window, click the Apply button.

(6) Host name that is set in the display message change definition file

If a host name defined as a display message change condition in the display message change definition file needs to be
changed, you must change the host name that is set in the display message change definition file.

If the display message change function is enabled for an event, enable the host name change by performing one of the
following tasks:

* Execute the jco spmd reload command.
Start JP1/IM - Manager.
In the Add Display Message Change Definitions window, click the OK button.

In the Display Message Change Definitions window, click the Apply button.

(7) Host name described in CN and SAN of a server certificate

If the communication encryption function is enabled and the host name described in CN and SAN of a server certificate
needs to be changed, you need to re-create the server certificate.

For details about how to re-create a server certificate, see 9.4.2 Changing configured certificates in the JP1/Integrated
Management 2 - Manager Configuration Guide.
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2.2.3 Procedure for re-distributing the system configuration when the
host name of a manager or agent is changed

If the host name of a manager or agent is changed, you need to re-distribute the system configuration. The procedure is
as follows:

1. Terminate all JP1/IM - Views that are connected to JP1/IM - Manager.

2. Terminate JP1/IM - Manager.

3. Execute the jbsrt distrib command and redistribute the system configuration.
4. Start JP1/IM - Manager.

5. Start all JP1/IM - Views that are connected to JP1/IM - Manager.

For details about the system configuration distribution methods, see 1.8 Setting the system hierarchy (when IM
Configuration Management is used) (for Windows), 1.9 Setting the system hierarchy (when IM Configuration
Management is not used) (for Windows), or 2.8 Setting the system hierarchy (when IM Configuration Management is
not used) (for UNLX) in the JP1/Integrated Management 2 - Manager Configuration Guide.

2.2.4 Tasks to be performed when the host name of a mail server is
changed

(1) Host name that is set in the mail environment definition file

If the name of the host defined as the SMTP server and POP3 server in the mail environment definition file needs to be
changed, you must change the host name in the mail environment definition file.

After changing the host name in the mail environment definition file, execute the jimmail command to enable the
changed host name.

2.2.5 Tasks to be performed before a logical host name is changed in a
cluster system

Before changing a logical host name in an environment in which a cluster system is running, firstly delete the logical
host environment you want to change. Then, set up a new logical host so that the cluster system can work.

In Windows:

For details about how to delete a logical host, see 7.6.1 Deleting logical hosts (for Windows) in the JP1/Integrated
Management 2 - Manager Configuration Guide. For details about how to set up a logical host, see 7.3 Installing
and setting up logical hosts (new installation and setup) (for Windows) or 7.5 Upgrade installation and setup of
logical hosts (for Windows) in the JP1/Integrated Management 2 - Manager Configuration Guide.

In UNIX:

For details about how to delete a logical host, see 8.6.1 Deleting logical hosts (for UNLX) in the JP1/Integrated
Management 2 - Manager Configuration Guide. For details about how to set up a logical host, see 8.3 Installing
and setting up logical hosts (new installation and setup) (for UNLX) or 8.5 Upgrade installation and setup of logical
hosts (for UNLX) in the JP1/Integrated Management 2 - Manager Configuration Guide.
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0 Important

In the case of a cluster system, after a host name is changed, JP1 events that were issued under the old
host name are processed as follows:

* Source host in JP1/IM - View shows the old host name.

* When you search for an event, the result will be matched to the old host name.

e When the Event Details window is opened, an error message may be issued, such as The
specified JP1 event could not be found.

* You cannot display the JP1/AJS - View monitor from a JP1 event that was issued under the old host
name.

* In Host in the Action Log window, the Action Log Details window, and the List of Action Results
window, the old host name is displayed.

2.2.6 Tasks necessary when the host name of the Intelligent Integrated
Management Base is changed

After you change the host name of the host on which the Intelligent Integrated Management Base runs, you will need
to restart JP1/IM - Manager. For details about how to start JP1/IM - Manager, see 3.1 Starting JP1/IM - Manager.

In addition, if the communication encryption function is enabled and the host name described in CN and SAN of a server
certificate needs to be changed, you need to re-create the server certificate. For details about how to re-create a server
certificate, see 9.4.2 Changing configured certificates in the JP1/Integrated Management 2 - Manager Configuration
Guide.

If the host name of the host serving as the IM management node needs to be changed, you need to recollect the IM

management node. For details about how to recollect an IM management node, see 3.2.6 Changes in IM management
nodes in the JP1/Integrated Management 2 - Manager Overview and System Design Guide.
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2.3 Tasks necessary when an IP address is changed

This subsection explains the tasks you must perform when the IP address of a manager or agent is changed. It also
explains the procedure for distributing the system configuration.

Some tasks might also become necessary when the IP address of a mail server is changed. Perform these tasks based
on the explanation provided here.

Stop JP1/Base of the manager or agent whose name is to be changed before starting the tasks.

2.3.1 Tasks necessary immediately after the IP address of a manager or
agent is changed

This subsection explains the tasks you must perform immediately after the IP address of a manager or agent is changed.

(1) Necessary tasks in JP1/Base

You must first terminate JP1/Base on the manager or agent whose IP address has been changed, and then restart it.

(2) Necessary tasks related to the IM database

When a manager's IP address is changed, you must first terminate the IM database, and then restart it.

2.3.2 Tasks to be performed when the IP address of a manager or agent
is changed

(1) IP address that was set using a status change condition for the
monitoring object

Ifan IP address that was set in the Status-Change Condition Settings window or the Common Condition Detailed Settings
window needs to be changed, you must change the IP address specification in each setting window.

After setting the IP address, restart the system. For details, see 2.3.3 Procedure for restarting the system when the [P
address of a manager or agent is changed.

(2) Using IM Configuration Management

If you are using IM Configuration Management, start IM Configuration Management - View before collecting host
information.

2.3.3 Procedure for restarting the system when the IP address of a
manager or agent is changed

If the IP address of a manager or agent is changed, you need to restart JP1/IM - Manager and JP1/IM - View. The
procedure is as follows:
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1. Terminate all instances of JP1/IM - View that are connected to JP1/IM - Manager.
2. Terminate JP1/IM - Manager.
3. Start JP1/IM - Manager.

4. Start JP1/IM - View.

2.3.4 Tasks to be performed when the IP address of a mail server is
changed

(1) IP address that was set in the mail environment definition file

If a host name defined as the SMTP server and POP3 server in the mail environment definition file needs to be changed,
you must change the host name setting in the mail environment definition file.

After you change the IP address in the mail environment definition file, execute the j immail command to enable the
changed IP address.

2.3.5 Tasks to be performed when the IP address of the Intelligent
Integrated Management Base is changed

After you change the IP address of the host on which the Intelligent Integrated Management Base runs, you need to
restart JP1/IM - Manager. In addition, if you are using a plug-in customized by the user, handle the situation according
to the specification of the plug-in. For details about how to start JP1/IM - Manager, see 3.1 Starting JP1/IM - Manager.

Note that after you change the IP address of the host serving as the IM management node, you do not have to do anything.
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2.4 Tasks necessary when the date of a manager or agent is changed

This subsection provides notes related to changing the date of a manager or agent while JP1/IM is running, along with
the procedure. If the date of a monitored host in a remote monitoring configuration is being changed, see 2.5 Tasks
necessary when the date of a monitored host in a remote monitoring configuration is changed.

@) 'mportant

If you are using the communication encryption function, check whether the changed date is within the
effective duration of the certificate being used. If the changed date is past the effective duration of the
certificate, obtain a certificate whose effective duration accommodates the changed date.

2.4.1 Resetting the date/time of a manager or agent to a past date/time

When you change the date/time of a manager or agent, do not return it to a past date/time, as a rule. On a host where
JP1/IM is running, resetting the system clock of the operating system to a past date/time affects the database significantly,
which requires JP1/IM to be re-installed or the database to be set up again.

Even when you are correcting a system clock that is too fast or slow, setting the system time back may disrupt the order
in which the execution results of automated actions are displayed, or it may cause a problem in the way the monitoring
tree status change date/time is displayed. Such problems occur when resetting the system time causes inconsistencies
in the data managed by JP1/IM - Manager and JP1/Base. JP1/IM - View is not affected.

Furthermore, if the system time is set back, events may not be correctly searched when you search for events by
specifying the arrival time.

If you intentionally set the system date/time forward to a future date/time for testing purposes, and you then need to
return the system date/time to the original settings, use the procedure below.

0 Important

If you are using a method to set the server's system date/time that does not reset it to a past date/time, such
as a method using a Network Time Protocol (NTP) server, you can change the date/time without following
the procedure described below. In this case, there is no need to stop JP1/Base.

(1) Resetting the manager's date/time back to the original date/time
1. Stop JP1/IM - Manager.
2. If the IM database is being used, stop the IM database.
3. Stop JP1/Base.
4. Reset the system to an earlier time.

5. When the system reaches the original time, start JP1/IM - Manager.

For example, if the system was reset from 02:00 to 01:00 in step 2, start JP1/IM - Manager when the system reaches
02:00.

However, if the IM database is being used, perform the following steps to start JP1/IM - Manager in step 4.
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1. JP1/Base
2. IM database
3. JP1/IM - Manager

0 Important

If you inadvertently start a service before the system time has reached the original time before the reset
(that is, before 02-00 in step 5), the integrated monitoring database might become corrupted. If such
corruption occurs, you need to rebuild the system.

Before resetting the time, back up the configuration information and database so that they can be
recovered after the system is rebuilt.

The files that can be recovered are those that were backed up at a system time that was before the system
time at the time of recovery. If the system time during the backup was not prior to the system time at
the time of recovery, recover the files after the system time is past the backup time.

Alternatively, you can use the method described below to reset the system date and time. However, note that if you use
this method, the information shown in step 5 and the event and host information in the IM database must be deleted.

Steps 3 and 6 are required only if you are using the IM database. To reset the date/time back to the original date/time:
1. Stop JP1/IM - Manager.
2. Stop JP1/Base.

3. Perform unsetup for the IM database.
For Windows, you need to start the JP1/IM2 - Manager DB Server service beforehand.

If the integrated monitoring database and IM Configuration Management database have been set up, you must
remove both of those setups.

4. Reset the system date/time to the current date/time.
5. Delete the action information file, action hosts file, event database, and command execution log file.
The tables below show where the files to delete are stored.
In Windows:
Table 2—1: Files to delete (Windows)
File name Storage location
Action information file Console-path\1og\action\actinf.log
shared-folder\jplcons\log\action\actinf.log
Action hosts file Console-path\1og\action\acttxt{1]2}.log
shared-folder\ jplcons\log\action\acttxt{1]2}.log
Command execution log file | All files under Base-path\ 1og\COMMAND\
All files under shared-folder\ jplbase\1log\COMMAND\

Event database IMEvent* . * files under Base-path\sys\event\servers\default\#

IMEvent* . * files under shared-folder\ jplbase\event\ #

#: If a different path was specified in the event server index (index) file, the files under the specified path need to be deleted.
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In UNIX:
Table 2-2: Files to delete (UNIX)

File name Storage location

Action information file | /var/opt/jplcons/log/action/actinf.log
shared-directory/jplcons/log/action/actinf.log

Action hosts file /var/opt/jplcons/log/action/acttxt{1|2}.log
shared-directory/jplcons/log/action/acttxt{1]2}.log

Command execution All files under /var/opt/jplbase/log/COMMAND/

log file
All files under shared-directory/ jplbase/log/COMMAND/

Event database IMEvent* . * files under /var/opt/jplbase/sys/event/servers/default/ ¥

IMEvent* . * files under shared-directory/ jplbase/event/ *

#: If a different path was specified in the event server index (index) file, the files under the specified path need to be deleted.
6. Set up the IM database.
7. Start JP1/Base.
8. Start JP1/IM - Manager.

This completes resetting of the system data/time of the manager. If you are using Central Scope, perform the following
tasks.

1. From JP1/IM - View, log in to JP1/IM - Manager (Central Scope).
2. From the Monitoring Tree window, choose the highest-order monitoring group and set its state to the initial state.

Resetting all monitored nodes to their initial states eliminates inconsistencies in the data managed by Central Scope.

(2) Resetting the agent's date/time to the original date/time

When you reset the agent's date/time to the original date/time, you must modify the settings for JP1/Base on the applicable
host. For details such as the relevant procedure, see the explanation on necessary tasks when the system date and time
is changed in the chapter about changing settings during operation of JP1/Base in the JPI/Base User's Guide.

2.4.2 Advancing the system time

Unlike in the case of resetting the system clock back, there is no need to stop JP1/IM or delete files in order to set the
system clock forward.

If the IM database is used, do not change the time while starting or stopping the IM database.
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2.5 Tasks necessary when the date of a monitored host in a remote
monitoring configuration is changed

This subsection provides notes related to changing the date of a monitored host in a remote monitoring configuration,
along with the procedure.

2.5.1 Resetting the date/time of a monitored host in a remote monitoring
configuration to a past date/time

If you want to reset the date/time of a monitored host in a remote monitoring configuration after intentionally changing
the date/time to a point in the future for testing or other purposes, you must delete the event log for the future date/time
and the file that contains the collection status for remote monitoring on the host.

To reset the date/time:
1. If there is a remote monitoring event log trap that is running on the host, stop it.
2. Change the date/time of the host.

3. Confirm that the host does not have an event log whose date/time is later than the current date/time on the host. If
there is such a log, delete the corresponding event log.
4. Back up the following file that contains the collection status, and then delete the original file:

* For a physical host
Manager-path\ 1og\imcf\profiles\monitored-host-name\al\event log trap\evt.wdef

* For a logical host

shared-folder\ JP1IMM\ 1log\imcf\profiles\monitored-host-name\al\event log trap
\evt.wdef

If you delete the wrong file by mistake, restore the file from the backup.
5. Restart the stopped remote monitoring event log trap.

If the date and time of the monitored host do not match the date and time of the machine where JP1/IM - Manager is
running, remote-monitoring event log traps cannot be used for monitoring. When changing the date/time of a monitored
host, also check the date/time of the host on which JP1/IM is running.

2.5.2 Advancing the date/time of a monitored host in a remote monitoring
configuration

No tasks are necessary for setting the date/time of a monitored host in a remote monitoring configuration for a reason
such as a clock delay.
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2.6 Tasks necessary when the passwords of a monitored host in a remote
monitoring configuration are changed

If you change the password of the manager that manages monitored hosts in a remote monitoring configuration, and
the password of a monitored remote host, you must review and, if necessary, revise the settings in the Remote Monitoring
Settings window or the System Common Settings window.

If you change the user name or domain name of a monitored remote host, you must review the settings in the Remote
Monitoring Settings window or the System Common Settings window.

é Note

When registering or changing a monitored remote host, you can store and manage the OS communication
settings information as common settings of the system. To do so, use the System Common Settings window
rather than the Remote Monitoring Settings window.

For details about the settings in the Remote Monitoring Settings window and the System Common Settings window,
see 3.1.5 Changing the attributes of host information in the JP1/Integrated Management 2 - Manager Configuration
Guide.

For details about the Remote Monitoring Settings window and the System Common Settings window, see the following
sections in the manual JP1/Integrated Management 2 - Manager GUI Reference.

* 5.7 Remote Monitoring Settings window

* 5.20 System Common Settings window
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2.7 Notes on changing the monitoring configuration from remote to agent

This section provides notes on changing the monitoring configuration from a remote monitoring configuration using a
log file trap (remote monitoring log file trap) and an event log trap (remote monitoring event log trap) to an agent
configuration using a log file trap and event log trap.

For an overview of managing a monitored remote host, see 7.6 Managing remotely monitored hosts in the JP1/Integrated
Management 2 - Manager Overview and System Design Guide.

2.7.1 Notes on log file traps

If you are changing the monitoring configuration of log file traps from a remote monitoring configuration to an agent
monitoring configuration, note the following:

* Enable the extended regular expression in the common definition information.

* If a file monitoring interval (-t option) is not specified, the monitoring interval becomes shorter.

¢ When migrating the remote monitoring for a logical host, specify the name of the destination event server (-s
option).

2.7.2 Notes on event log traps

If you are changing the monitoring configuration of event log traps from a remote monitoring configuration to an agent
monitoring configuration, note the following:

* Enable the extended regular expression in the common definition information.

* When migrating the remote monitoring for a logical host, specify the event server name (server) in the JP1/Base
event log trap action-definition file.

For details about the JP1/Base event log trap action-definition file, see the chapter on definition files in the JP1/
Base User's Guide.

¢ When the specified trap-interval is 181 or more, change the value to 180 or less.

When the version of JP1/Base is 11-00 or later, trap-interval is not required to be set.

e Iftrap-interval is not specified, the monitoring interval becomes shorter.

When the version of JP1/Base is 11-00 or later, trap-interval is not required to be set.

¢ Ifyou want a JP1 event to be issued when event log acquisition fails during event log monitoring (as in remote
monitoring), define Jplevent-send as 1 (notify).
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2.8 Tasks necessary when an Port number is changed

When you change the setting of port number to accept HTTP request on the Intelligent Integrated Management Base
service, follow the procedure described below.

1. Stop the JP1/IM - Manager service.
2. Chang server.port of the Intelligent Integrated Management Base definition file (imdd.properties).
3. Start the JP1/IM - Manager service.

For details about the Intelligent Integrated Management Base definition file (imdd.properties), see Intelligent
Integrated Management Base definition file (imdd.properties) in Chapter 2. Definition Files in the manual JP1/
Integrated Management - Manager Command, Definition File and API Reference.
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Part 2. Operation

Starting and Stopping JP1/IM - Manager

This chapter explains how to start and stop JP1/IM - Manager.
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3.1 Starting JP1/IM - Manager

This section explains how to start JP1/IM - Manager.

Before you start JP1/IM - Manager, start all JP1/Base services required for monitoring. Before you restart JP1/Base
services, JP1/IM - Manager must be stopped. If JP1/IM - Manager is not stopped, a problem might occur (for example,
events cannot be displayed).

For details about starting JP1/Base services, see the chapter about starting and stopping JP1/Base in the JP1/Base User's
Guide.

Furthermore, you must stop JP1/IM - Manager before you can restart the Event Service of JP1/Base. If you do not restart
JP1/IM - Manager, you will have problems displaying events, for example.

The startup method varies depending on the OS that is being used. For details, see 3./.1 In Windows or 3.1.2 In UNIX.

3.1.1 In Windows

This subsection explains how to start JP1/IM - Manager when the host is a physical host whose OS is Windows.
The startup method when the IM database is being used is as follows.
To start up when the IM database is being used:

1. Start the IM database.
Start the JP1/IM - Manager DB Server service.

2. Start JP1/IM - Manager.
Start the JP1/IM - Manager service.

The startup method when the IM database is not being used is as follows.
To start up when the IM database is not being used:

1. Start JP1/IM - Manager.
Start the JP1/IM - Manager service.

To start the IM database and JP1/IM - Manager, you can use either a method that uses JP1/Base startup control or one
that does not use startup control.

Startup control is a function that starts services according to a preset sequence. If startup control is set up, it first starts
JP1/Base Control Service during Windows startup, and then it starts various services such as JP1/Base and JP1/IM -
Manager.

If you want to automatically start individual services at system startup, use startup control of JP1/Base to control the
start sequence of those services.

Before you can use startup control to start services, you must choose Control Panel, then Administrative Tools, and
then Services in Windows. In the Services dialog box, you must set the startup method for the JP1/IM - Manager DB
Server service and JP1/IM - Manager service to Manual. For details about startup control, see the chapter on setting
up the service startup and stopping sequence (Windows only) in the JP1/Base User's Guide.
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Starting the IM database
The default setting is that the IM database is not started using JP1/Base startup control.

To start the IM database without using startup control, choose Control Panel and then Administrative Tools, and
then start the JP1/IM - Manager DB Server service from Services.

To start the IM database using startup control, delete # from the lines shown below in the start sequence definition
file of JP1/Base. Also, replace JP1/IM - Manager-path in StopCommand with Manager-path.

# [JplIM-Manager DB]
#Name=JP1/IM-Manager DB Server
#ServiceName= HiRDBEmbeddedEdition JMO
#StopCommand=Manager-path\bin\imdb\jimdbstop.exe
For details about startup control, see the chapter on setting up the service startup and stopping sequence (Windows
only) in the JPI/Base User's Guide.
Starting JP1/IM - Manager
The default setting is that JP1/IM - Manager is started using the startup control of JP1/Base.

To start JP1/IM - Manager without using startup control, choose Control Panel and then Administrative Tools,
and then start the JP1/IM - Manager DB Server service and JP1/IM - Manager service from Services.

0 Important

* When youuse JP1/Power Monitor to start or stop the host on which JP1/IM - Manager starts, specify
a command such as a batch file for executing net stop IM-database-service-name in the
StopCommand parameter of the start sequence definition file of JP1/Base.

* Ifyou are using the integrated monitoring database, set it up; if you are using IM Configuration
Management, set up the IM Configuration Management database. If you are using Central Scope,
set up the monitoring object database, and then start JP1/IM - Manager.

3.1.2 In UNIX

In UNIX, an OS function starts JP1/IM - Manager (if the automatic startup script is set).

If the IM database is used, the automatic startup script is executed during system startup and starts JP1/Base, JP1/IM -
Manager, and IM database in that order. Note that the pdprcd process is started during system startup whether or not
the automatic startup script is enabled.

Ifthe IM database is not used, the automatic startup script is executed during system startup and starts JP1/Base, followed
by JP1/IM - Manager.

For details about how to set the automatic startup script, see 2.17.2 Setting automatic startup and automatic stop (for
UNIX) in the JP1/Integrated Management 2 - Manager Configuration Guide. For details about the automatic startup
script, see jco_start (UNIX only) (in Chapter 1. Commands) in the manual JP1/Integrated Management 2 - Manager
Command, Definition File and API Reference.

To start JP1/IM - Manager without setting up the automatic startup script, execute the /etc/opt/jplcons/
jco start.model script or a file into which this script has been copied.

Before starting JP1/IM - Manager, start all JP1/Base services required for monitoring. To use the IM database, you must
also start the IM database when you start JP1/IM - Manager. Before you restart JP1/Base services, JP1/IM - Manager
must be stopped. If JP1/IM - Manager is not stopped, a problem might occur (for example, events cannot be displayed).
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For details about starting JP1/Base services, see the chapter about starting and stopping JP1/Base in the JP1/Base User's
Guide.

0 Important

Ifyou are using the integrated monitoring database, set it up; if you are using IM Configuration Management,
set up the IM Configuration Management database. If you are using Central Scope, set up the monitoring
object database, and then start JP1/IM - Manager.

(1) Notes for cases where the automatic startup and automatic stop of
JP1/IM - Manager are enabled in Linux

To start JP1/IM - Manager manually after enabling the automatic startup and automatic stop, execute the commands
listed below.

To check the status (started or stopped) of JP1/IM - Manager processes, you canuse the jco spmd status command.
When the IM database is used, you can use the jimdbstatus command to check the operating status of the IM
database.

e To start JP1/IM - Manager:
Physical hosts:
systemctl start jpl cons.service
Logical hosts:

systemctl start jpl cons_logical-host-name.service

Even when the automatic startup and automatic stop are enabled, JP1/IM - Manager does not stop automatically after
it is started or stopped by using a command other than the systemctl command, for example, the jco start or
jco_start.cluster command or the jco stopor jco stop.cluster command. In such a case, the
automatic startup and automatic stop remain enabled although the stop script does not start when the system stops.

To allow JP1/IM - Manager to stop automatically when the system stops, start JP1/IM - Manager again by using the
systemctl command. To know whether JP1/IM - Manager stops automatically, execute one of the following
commands to check whether active is returned:

Physical hosts:
systemctl is-active jpl cons.service

Logical hosts:

systemctl is-active jpl cons_ logical-host-name.service

3.1.3 Operations in a cluster system

Regardless of the platform (OS and cluster software type) being used, to operate JP1/IM - Manager of a logical host in
a cluster system, use the cluster software controls to start JP1/IM - Manager.

In a cluster system, applications are registered in the cluster software and are started and stopped by the cluster software;
therefore, these applications are executed by the executing server and moved to the standby server through a failover
when an error such as a system failure occurs. When you operate JP1/IM - Manager in a cluster operation system, you
must also register JP1/IM - Manager in the cluster software so that the cluster software controls it.
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When JP1/IM - Manager is running in a cluster operation system, it must be started and stopped by cluster software
operations. If you start or stop JP1/IM - Manager manually, such as by executing a command, the status of the JP1/IM
- Manager being managed by the cluster software will not match the actual status, which may be judged as an error.

For details about the start sequence, see 7.4 Registering into the cluster software during new installation and setup (for
Windows) or 8.4 Registering into the cluster software during new installation and setup (for UNIX) in the JP1/Integrated
Management 2 - Manager Configuration Guide.

3.1.4 Operating a logical host in a non-cluster system

On a logical host in a non-cluster system, start JP1/Base and JP1/IM - Manager according to the following sequence:

1.JP1/Base
2.JP1/IM - Manager

If you are using the IM database, start JP1/Base and JP1/IM -Manager according to the following sequence:

1.JP1/Base

2.IM database
Start JP1/IM-Manager DB Cluster Service logical-host-name.

3.JP1/IM - Manager

For details about automatic startup and automatic stop when a logical host is operated in a non-cluster system, see 3.3
Automatic startup and automatic stop setting examples when a logical host operates in a non-cluster system.
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3.2 Stopping JP1/IM - Manager

This section explains how to stop JP1/IM - Manager.

You must stop JP1/IM - Manager before you stop JP1/Base. If you are using the IM database, you must stop the IM
database when you stop JP1/IM - Manager.

The stopping method differs depending on the OS that is being used.

3.2.1 In Windows

If you are using the IM database, start JP1/Base, the IM database service, and JP1/IM - Manager in that order.

If JP1/Power Monitor has been installed, you can use the startup control of JP1/Base to stop a service. For details about
how to set up startup control, see the chapter on setting up the service startup and stopping sequence (Windows only)
in the JPI/Base User's Guide.

To stop a service without using startup control, choose Control Panel and then Administrative Tools, and then stop
the JP1/IM - Manager service from Services.

3.2.2 In UNIX

If you are using the IM database and you have set up the automatic termination script, JP1/IM - Manager, the IM database,
and JP1/Base stop in that order when the system stops. Although the pdprcd process continues running even when
JP1/IM - Manager and the IM database have stopped, it is not necessary to stop it.

If you are not using the IM database but have set up the automatic termination script, JP1/IM - Manager and JP1/Base
stop in that order when the system stops.

For details about how to set the automatic startup script, see 2.17.2 Setting automatic startup and automatic stop (for
UNIX) in the JP1/Integrated Management 2 - Manager Configuration Guide. For details about the automatic termination
script, see jco_stop (UNIX only) (in Chapter 1. Commands) in the manual JP1/Integrated Management 2 - Manager
Command, Definition File and API Reference.

To stop JP1/IM - Manager without setting up the automatic termination script, execute the /etc/opt/jplcons/
jco_stop.model script or a file into which this script has been copied.

(1) Notes for cases where the automatic startup and automatic stop of
JP1/IM - Manager are enabled in Linux

To stop JP1/IM - Manager manually after enabling the automatic startup and automatic stop, execute the commands
listed below.

To check the status (started or stopped) of JP1/IM - Manager processes, you canuse the jco spmd statuscommand.
When the IM database is used, you can use the jimdbstatus command to check the operating status of the IM
database.

* To stop JP1/IM - Manager:
Physical hosts:
systemctl stop jpl cons.service
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Logical hosts:

systemctl stop jpl cons_logical-host-name.service

Even when the automatic startup and automatic stop are enabled, JP1/IM - Manager does not stop automatically after
it is started or stopped by using a command other than the systemct1 command, for example, the jco start or
jco start.cluster command or the jco stopor jco stop.cluster command. In such a case, the
automatic startup and automatic stop remain enabled although the stop script does not start when the system stops.

To allow JP1/IM - Manager to stop automatically when the system stops, start JP1/IM - Manager again by using the
systemctl command. To know whether JP1/IM - Manager stops automatically, execute one of the following
commands to check whether active is returned:

Physical hosts:
systemctl is-active jpl cons.service

Logical hosts:

systemctl is-active jpl cons_ logical-host-name.service

3.2.3 Operations in a cluster system

Regardless of the platform (OS and cluster software type) being used, to operate JP1/IM - Manager of a logical host in
a cluster system, use the cluster software controls to stop JP1/IM - Manager.

In a cluster system, applications are registered in the cluster software and are started and stopped by the cluster software,
so that these applications are executed by the executing server and moved to the standby server through a failover when
an error such as a system failure occurs. When you operate JP1/IM - Manager in a cluster operation system, you must
also register JP1/IM - Manager in the cluster software so that the cluster software controls it.

When JP1/IM - Manager runs in a cluster operation system, it must be started and stopped by cluster software operations.
If you start or stop JP1/IM - Manager manually, such as by executing a command for example, the status of the JP1/IM
- Manager being managed by the cluster software will not match the actual status, which may be judged as an error.

3.2.4 Operating a logical host in a non-cluster system

On a logical host in a non-cluster system, stop JP1/Base and JP1/IM - Manager according to the following sequence:

1. JP1/IM - Manager
2.JP1/Base

If you are using the IM database, stop JP1/Base and JP1/IM - Manager according to the following sequence:

1. JP1/IM - Manager

2. 1M database
Stop JP1/IM-Manager DB Cluster Service logical-host-name.

3.JP1/Base

For details about automatic startup and automatic stop when a logical host is operated in a non-cluster system, see 3.3
Automatic startup and automatic stop setting examples when a logical host operates in a non-cluster system.

3. Starting and Stopping JP1/IM - Manager

JP1/Integrated Management 2 - Manager Administration Guide 83



3.3 Automatic startup and automatic stop setting examples when a logical
host operates in a non-cluster system

To automatically start and stop JP1 services for a logical host at system startup or stop, you must follow the setup
sequence described below. The setup method differs depending on the OS supported by JP1/IM - Manager. The setup
method for each OS is described below.

3.3.1 Setting up automatic startup and automatic stop when a logical host
operates in a non-cluster system (for Windows)

1. Use a text editor to add the following description to the start sequence definition file (JP1SVPRM. DAT):
Storage destination: Base-path\ conf\boot\JP1SVPRM. DAT

[JplBaseEvent logical-host-name]
Name=JPl/BaseEvent logical-host-name
ServiceName=JP1l Base Event logical-host-name

[JplBase logical-host-name]

Name=JP1l/Base logical-host-name
ServiceName=JPl Base logical-host-name
StopCommand=jbs spmd stop.exe -h logical-host-name

[JP1/IM-Manager DB Cluster Service logical-host-name]
Name=JP1/IM-Manager DB Cluster Service logical-host-name
ServiceName=HiRDBClusterService JMn
StopCommand=Manager-path\bin\imdb\jimdbstop.exe -h logical-host-name

[JplIM-Manager logical-host-name]
Name=JP1/IM-Manager logical-host-name
ServiceName=JPl Console logical-host-name
StopCommand=jco spmd stop.exe -h logical-host-name

JMn: For n, specify the same value as that specified for LOGICALHOSTNUMBER in the cluster setup information
file.

The command specified by the StopCommand parameter is executed when JP1/Power Monitor shuts down the
host.

0 Important

When you use JP1/Power Monitor to start or stop the host on which JP1/IM - Manager starts, specify
a command such as a batch file for executing net stop IM-database-service-name in the
StopCommand parameter of the start sequence definition file of JP1/Base.

3.3.2 Setting up automatic startup and automatic stop when a logical host
operates in a non-cluster system (for Linux)

1. Create a script for automatic startup and automatic stop for the logical host.

Storage destination: /usr/lib/systemd/system/jpl cons_logical-host-name.service

3. Starting and Stopping JP1/IM - Manager

JP1/Integrated Management 2 - Manager Administration Guide 84



Automatic startup and automatic stop script example

[Unit]

Description=JP1l/Integrated Management - Manager logical-host-name Service
Requires=jpl base logical-host-name.service

After=jpl base logical-host-name.service
ConditionFileIsExecutable=/etc/opt/jplcons/jco start.cluster
ConditionFileIsExecutable=/etc/opt/jplcons/jco stop.cluster

[Service]
ExecStart=/etc/opt/jplcons/jco_start.cluster logical-host-name
ExecStop=/etc/opt/jplcons/jco stop.cluster logical-host-name

Type=forking
KillMode=none
StandardOutput=null
StandardError=null

[Install]
WantedBy=multi-user.target graphical.target

logical-host-name indicates the name of the logical host to be started. For details about the Unit file of a JP1/Base
logical host, follow the settings in JP1/Base.

After creating an automatic start or automatic stop script for a logical host, run the following command to set
permissions.

chmod 644 /usr/lib/systemd/system/jpl cons logical-host-name.service
chgrp root /usr/lib/systemd/system/jpl cons logical-host-name.service

chown root /usr/lib/systemd/system/jpl cons logical-host-name.service

2. Use the following command to register the created script for automatic startup and automatic stop.

# systemctl --systemenable jpl cons_logical-host-name

3. To edit the script for automatic startup and automatic stop, use the following command to apply the change to
systemd:

# systemctl daemon-reload

0 Important

In Linux, to start or stop JP1/IM - Manager manually when the automatic start and automatic stop of

JP1/IM - Manager are enabled, execute the commands listed below. To start or stop JP1/IM - Manager
manually, you can use the commands listed below. To check the status (started or stopped) of JP1/IM -
Manager processes, you can use the jco spmd status command. When the IM database is used,
you can use the jimdbstatus command to check the operating status of the IM database.

¢ Starting JP1/IM - Manager
Physical hosts:
systemctl start Jjpl cons.service
Logical hosts:

systemctl start jpl cons_ logical-host-name.service

¢ Stopping JP1/IM - Manager
Physical hosts:
systemctl stop jpl cons.service
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Logical hosts:

systemctl stop jpl cons_logical-host-name.service

Even when automatic startup and stop is set to enabled, JP1/IM - Manager does not stop automatically
after it is started or stopped by using a command other than the systemctl command, for example,
by using the jco_start or jco start.cluster command to start, or the jco stop or
jco_stop.cluster command to stop. (In such a case, automatic startup and stop remains enabled
although the stop script does not start when the system stops.)

To allow JP1/IM - Manager to stop automatically when the system stops, start it again by using the
systemctl command. To know whether JP1/IM - Manager will stop automatically, execute the
following commands to check whether active is returned.

Physical hosts:
systemctl is-active jpl cons.service

Logical hosts:

systemctl is-active jpl cons_logical-host-name.service

3.3.3 Setting up automatic startup and automatic stop on both the
physical host and the logical host

To implement automatic startup and automatic stop on both the physical and the logical hosts, you must use the settings

described below, in addition to the settings for automatic startup and automatic stop on the logical host.
The setup method differs depending on the OS. The setup method for each OS is described below.

In the Windows environment:

Startup control sequentially executes startup and stop processes as described in the startup sequence definition file
(JP1SVPRM. DAT), starting at the top. To change the startup sequence of the physical host and logical host, define

a new startup and stop sequence for the physical host and logical host in the startup sequence definition file
(JP1SVPRM. DAT).

In the Linux environment:

The automatic startup and stop sequences are determined based on the value of the numerical portion (** portion
in S** and K**) in the automatic startup and automatic stop script. The greater the numerical value, the later the
execution. The symbolic link to the automatic startup and automatic stop script for the physical host is automatically
created during installation. To implement automatic startup and stop on both the physical and logical hosts, change
the name of the symbolic link created for the logical host, and adjust the startup and stop sequences of the physical

and logical hosts.

Note that the automatic startup and automatic stop scripts for the physical host are already provided. The following

table lists the symbolic links to the automatic startup and automatic stop scripts for the physical host.

Table 3—1: List of symbolic links to the automatic startup and automatic stop scripts for the
physical host

Startup script Stop script
/etc/rc.d/rc3.d/S99_JpP1l_20_CONS /etc/rc.d/rc0.d/K01_JP1_80_CONS
/etc/rc.d/rc5.d/S99_JP1_20_CONS /etc/rc.d/rc6.d/K01_JP1l_80_CONS
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Adjust the physical and logical host startup sequence by varying the size relationship between the value of the **
portion in S ** and K ** in the symbolic link list, and the value of the ** portion in S ** and K** in the symbolic link
to the automatic startup and stop script for the logical host.

For example, to start the logical host first, set the number in the symbolic name S ** for the automatic startup script
to be created for the logical host to a value smaller than 99 (for Linux).
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3.4 Notes on starting and stopping

¢ Do not change the System account initial settings in the JP1/IM - Manager service's Logon settings. In addition,
do not select the Allow service to interact with desktop option. If this option is selected, the service might not
function normally.

For details about the JP1/IM - Manager service, see 2.7 JP1/IM - Manager service in the JP1/Integrated Management
2 - Manager Overview and System Design Guide.

* If you restart Event Service of JP1/Base, you must also restart JP1/IM - Manager. In addition, you must restart the
JP1/IM - View that was connected. If you do not restart it, you will have problems displaying events, for example.

» If a process does not stop even after you have stopped all services of JP1/IM - Manager for a logical host, you can
execute the jco _killall.cluster command to forcibly stop the process. Use this command for stopping a
process only when a process does not stop after you have used a normal method and stopped the JP1/IM - Manager
services.

+ If you collect a large number”! of events during startup of JP1/IM - Manager, the startup time*2 will lengthen in
proportion to the number of events that are collected. Consequently, the JP1/IM - Manager service (in Windows)

orthe jco start command (in UNIX) may time out and return an error value. In such a case, JP1/IM - Manager
may appear not to be starting, but startup will be completed after a while.

#1

The number will vary depending on the event collection filtering condition and the number of events that have
accumulated in the event database.

#2
The startup time will vary depending on the machine's performance.

#3

The timeout period for the JP1/IM2 - Manager service (in Windows) is 125 seconds. The timeout period for the
jco_start command (in UNIX) is 300 seconds by default. For details about the timeout setting of the
jco_ start command, see /3.7.11 Considering the timeout period during startup or stop of JP1/IM - Manager
(in UNILX) in the manual JP1/Integrated Management 2 - Manager Overview and System Design Guide.

 If'the IM database fails to start, it may be unstable because it is in restart suspension (after the IM database fails to
start, 8 is returned as the return value when the jimdbstatus command is executed).

Factors that cause the IM database to be in restart suspension and to become unstable are as follows:
* Insufficient disk capacity (not insufficient IM database capacity)
* Insufficient memory

If the IM database is in restart suspension and is unstable, you cannot normally stop the IM database by stopping
services or executing a command. To avoid this state, you must execute the j imdbstop command with the - f
option specified to forcibly stop the IM database.

* If you are using the IM database, start JP1/Base, the IM database service, and JP1/IM - Manager in that order.
» Ifyou are using the IM database, stop JP1/IM - Manager, the IM database service, and JP1/Base in that order.

e IfJP1/IM - MO is being used, stop the JP1/IM - Message Optimizer service of JP1/IM - MO on the connection
source before stopping JP1/IM - Manager.

¢ If you terminate hosts from JP1/Power Monitor by using the default description example given in the JP1/Base
startup sequence definition file (jplsvprm.dat), KAVA4516-E is output to the event log in the service termination
processing for the IM database.

To restrict the output of KAVA4516-E, change the definition of the startup sequence definition file as follows:
* For a physical host
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(1) Create a batch file that has the following content with any file name:
Manager-path\bin\imdb\jimdbstop.exe
net stop HiRDBEmbeddedEdition JMO

(2) Set the startup sequence definition file in a way such as the following:

The following shows the settings to set when the name and storage destination of the batch file created in step
(1) is "C:\jp1\jplimdbstopservice.bat":

[JplIM-Manager DB]

Name=JP1l/IM-Manager DB Server

ServiceName=HiRDBEmbeddedEdition JMO

StopCommand=C:\jpl\jplimdbstopservice.bat
* For a logical host

(1) Create a batch file that has the following content with any file name for each logical host:
Manager-path\bin\imdb\jimdbstop.exe -h <logical-host-name>
net stop HiRDBClusterService JM<n>#
#: <n>is a number in the range from 1 to 9. Use the value specified for LOGICALHOSTNUMBER in the cluster
setup information file.

(2) Set the startup sequence definition file in a way such as the following:
The following shows the settings to set when the name and storage destination of the batch file created in step
(1) is "C:\jp1\jplimdbstopservice.bat":
[JplIM-Manager DB]
Name=JP1/IM-Manager DB Cluster Service <logical-host-name>
ServiceName=HiRDBClusterService_JM<n>#
StopCommand=C:\Jjpl\jplimdbstopservice.bat

#: <n>is anumber in the range from 1 to 9. Use the value specified for LOGICALHOSTNUMBER in the cluster
setup information file.
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JP1/IM - Manager Login and Logout

To use JP1/IM - View, you must log in to JP1/IM - Manager. This chapter explains how to log in to
and log out of JP1/IM - Manager.
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4.1 Logging in to JP1/IM - Manager

To use JP1/IM - View and IM Configuration Management - View, you must log in to JP1/IM - Manager from the viewer.
You can log in to JP1/IM - Manager by using the GUI or by executing the jcoview or jcfview command.

If you register a shortcut for the jcoview or jcfview command at Windows startup, you can start JP1/IM - View
and IM Configuration Management - View when you log on to Windows. You can also register a shortcut for the
jcoview or jcfview command in the Quick Launch bar displayed next to the Start button in Windows, or you can
create a shortcut for the jcoview or jcfview command for each host or user.

4.1.1 Using a Web browser to log in to JP1/IM - Manager (Intelligent
Integrated Management Base)

To use a Web browser to log in to JP1/IM - Manager (Intelligent Integrated Management Base):

1. Enter the URL of Intelligent Integrated Management Base in a Web browser to show the page for it.

The Login window opens.

2. In the Login window, enter your user name and password.
You can use alphanumeric characters, 1 to 31 bytes, for the user name. The user name is not case sensitive.
The password is case-sensitive.

3. Click the Log In button.
The window for the integrated operation viewer opens.

4.1.2 Using the GUI to log in to JP1/IM - Manager

(1) Using JP1/IM - View
To use JP1/IM - View to log in to JP1/IM - Manager via a GUI:

1. From the Windows Start menu, choose All Programs, then JP1_Integrated Management 2 - View, and then
Integrated View.

The Login window opens.

2. In the Login window, enter a user name, a password, and the name of the host to which you want to connect.
You can use alphanumeric characters, 1 to 31 bytes, for the user name. The user name is not case sensitive.
The password is case-sensitive.

For the host to which to connect, specify the name of the host where the JP1/IM - Manager to which you are logging
in is located. Specify a host name defined in the viewer or an IP address.

For details about the Login window, see [.2.2 Login window of Central Consol and Central Scope in the manual
JP1/Integrated Management 2 - Manager GUI Reference.

If you want to log in to Central Scope, advance settings for using the Central Scope functions are required.

3. Select the check boxes according to the functions you wish to use.
You can select either one or both of them.
If you select the Central Console check box, you will be connected to JP1/IM - Manager (Central Console).
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If you select the Central Scope check box, you will be connected to JP1/IM - Manager (Central Scope).

4. Click OK.

Ifyou are connecting to JP1/IM - Manager (Central Console), the Event Console window opens. If you are connecting
to JP1/IM - Manager (Central Scope), the Monitoring Tree window opens.

The user name you use for login must be registered in advance. For details about user registration, see the chapter on
setting up the user management function in the JP1/Base User's Guide.

When logging in to JP1/IM - Manager, you can log in to a maximum of three different Managers from a single viewer.

(2) Using IM Configuration Management - View

To use IM Configuration Management - View to log in to JP1/IM - Manager via a GUI:

1. From the Windows Start menu, choose All Programs, then JP1_Integrated Management 2 - View, and then
Configuration Management.

The Login window opens.

If Configuration Management is removed from the Windows Start menu, you must execute the jcovcfsetup
command and add Configuration Management to the Windows Start menu. For details about how to add
Configuration Management to the Windows Start menu, see /.19.3 Setting up and customizing IM Configuration
Management - View (for Windows) in the JP1/Integrated Management 2 - Manager Configuration Guide.

2. In the Login window, enter a user name, a password, and the name of the host to which you want to connect.

You can use only lower-case letters for the user name. If you enter upper-case letters, they will be recognized as
lower-case letters.

The password is case-sensitive.

For the host to which to connect, specify the name of the host where the JP1/IM - Manager to which you are logging
in is located. Specify a host name defined in the viewer or an IP address.

3. Click OK.
You are connected to IM Configuration Management, and the IM Configuration Management window opens.

The user name to be used for login must be registered in advance. For details about user registration, see the chapter on
setting up the user management function in the JPI/Base User's Guide.

When you log in to JP1/IM - Manager, you can log in to a maximum of three different managers from a single viewer.

4.1.3 Using a command to log in to JP1/IM - Manager
(1) Using JP1/IM - View

This subsection explains how to use the jcoview command to log in to JP1/IM - Manager and use JP1/IM - View.
Execute the following command:

* To open the Login window
jcoview [-c] [-s] [-h name-of-host-to-which-to-connect] [ —u user-name]
If no argument is specified, the Login window opens with the information from the previous login entered.
If arguments are specified, the Login window opens with the specified values entered.
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* Tologin
jcoview [-c] [-s] [ -h name-of-host-to-which-to-connect] [ —u user-name] [ —p password]

If you specify all arguments, you will be logged in to both Central Console and Central Scope of JP1/IM - Manager.
If you specify only the —c argument, you will be logged in to Central Console. If you specify only the - s argument,
you will be logged in to Central Scope. If you omit both the —c and —s arguments, you will be logged in to Central
Console.

Once the user is authenticated, the Login window will not be displayed. The Event Console window and the
Monitoring Tree window open according to the arguments that are specified.

For details about how to log in via the GUI, see 4. /.2 Using the GUI to log in to JP1/IM - Manager. For details about
the jcoview command, see jcoview (Windows only) (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.

(2) Using IM Configuration Management - View

This subsection describes the method of using the jcfview command to log in to JP1/IM - Manager and use IM
Configuration Management - View.

Execute the following command:

* To open the Login window
jcfview —h [name-of-host-to-connect] —u [user-name]
If no argument is specified, the Login window opens with the information from the previous login entered.
If arguments are specified, the Login window starts with the specified values entered.
¢ Tologin
jcfview —h [name-of-host-to-connect] —u [user-name)] -p [password]
If you specify all arguments, you will be logged in to IM Configuration Management of JP1/IM - Manager.

Once the user is authenticated, the Login window will not be displayed. The IM Configuration Management window
opens according to the arguments that are specified.

For details about how to log in via the GUI, see 4.1.2 Using the GUI to log in to JP1/IM - Manager. For details about
the jcfview command, see jcfview (Windows only) (in Chapter 1. Commands) in the manual JP1/Integrated
Management 2 - Manager Command, Definition File and API Reference.
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4.2 Logging out of JP1/IM - Manager

To log out of JP1/IM - Manager, use the following methods.

To log out of JP1/IM - Manager (Intelligent Integrated Management Base):

* In the Integrated Operation Viewer window, from the File menu, choose Logout.
To log out of JP1/IM - Manager (Central Console):

* In the Event Console window, from the File menu, choose Exit, Logout.

* Click the x button in the upper right corner of the Event Console window.

When you log out of JP1/IM - Manager (Central Console), the user profile will be updated and the user environment
for the event console, such as the column widths and whether the view filter is enabled or disabled, is saved.

To log out of JP1/IM - Manager (Central Scope):
* In the Monitoring Tree window, from the File menu, choose Exit, Logout.
* Click the x button in the upper right corner of the Monitoring Tree window.
To log out of JP1/IM - Manager (IM Configuration Management):
* In the IM Configuration Management window, from the File menu, choose Exit, Logout.
* Click the x button in the upper right corner of the IM Configuration Management window.

The above methods close the active windows. Note, however, that windows and monitoring windows that were started
from Tool Launcher will not be closed. You must close these windows individually.

If you exit it without logging out of it, the login information remains on the manager, ultimately leading to a potential
lack of resources for the manager. Make sure that you exit it using the logout operation.

4. JP1/IM - Manager Login and Logout
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System Monitoring from the Intelligent Integrated
Management Base

This chapter explains how to use the Intelligent Integrated Management Base to monitor your
system. Note that the integrated monitoring database and the event-source-host mapping definition
must be enabled to monitor the system through the Intelligent Integrated Management Base.
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5.1 Viewing the system status

When you enable the event-source-host mapping function, the Operating status area of the integrated operation viewer
window shows the status of the systems that are registered in the integrated monitoring database for the manager to
which the user has logged in. If a change occurs in the system, the window is refreshed automatically to show the latest
status at all times.

By viewing the status of a system through the integrated operation viewer window, you can:

* View the systems you are managing and their status at a glance.

¢ Detect problems during job operation to avoid serious obstacles to business.

¢ Identify where a failure occurred in the system and know whether a serious event occurred.
* See which managed systems are affected by a failure in order to grasp the cause of it.

* See the color of