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I Notices

m Relevant program products

For details about the applicable OS versions, and the service packs and patches required for Job Management Partner
1/Automatic Job Management System 3, see the Release Notes.

Job Management Partner 1/Automatic Job Management System 3 - Manager (For Windows):

P-2W12-3KAL Job Management Partner 1/Automatic Job Management System 3 - Manager version 10-50

The above product includes the following:

P-CC2A12-3KAL Job Management Partner 1/Automatic Job Management System 3 - Manager: version 10-50 (For
Windows Server 2012 and Windows Server 2008)

P-CC2412-3KAL Job Management Partner 1/Automatic Job Management System 3 - Manager version 10-50 (For
Windows Server 2003 and Windows Server 2003(x64))

Job Management Partner 1/Automatic Job Management System 3 - Manager (For UNIX):

P-1J12-27AL Job Management Partner 1/Automatic Job Management System 3 - Manager version 10-50 (For HP-
UX(IPF))

P-9312-27AL Job Management Partner 1/Automatic Job Management System 3 - Manager version 10-50 (For Solaris
11 (SPARC) and Solaris 10 (SPARC))

P-1M12-27AL Job Management Partner 1/Automatic Job Management System 3 - Manager version 10-50 (For AIX)

P-8112-27AL Job Management Partner 1/Automatic Job Management System 3 - Manager version 10-50 (For Linux
6.1 (x86) or later, Linux 6.1 (x64) or later, Linux 5.1 (x86) or later, and Linux 5.1 (AMD/Intel 64) or later)

Job Management Partner 1/Automatic Job Management System 3 - Agent (For Windows):
P-2W12-33AL Job Management Partner 1/Automatic Job Management System 3 - Agent version 10-50

The above product includes the following:

P-CC2A12-33AL Job Management Partner 1/Automatic Job Management System 3 - Agent version 10-50 (For
Windows Server 2012 and Windows Server 2008)

P-CC2412-33AL Job Management Partner 1/Automatic Job Management System 3 - Agent version 10-50 (For
Windows Server 2003 and Windows Server 2003(x64))

Job Management Partner 1/Automatic Job Management System 3 - Agent (For UNIX):

P-1J12-29AL Job Management Partner 1/Automatic Job Management System 3 - Agent version 10-50 (For HP-
UX(IPF))

P-9312-29AL Job Management Partner 1/Automatic Job Management System 3 - Agent version 10-50 (For Solaris
11 (SPARC) and Solaris 10 (SPARC))

P-1M12-29AL Job Management Partner 1/Automatic Job Management System 3 - Agent version 10-10 (For AIX)

P-8112-29AL Job Management Partner 1/Automatic Job Management System 3 - Agent version 10-50 (For Linux 6.1
(x86) or later, Linux 6.1 (x64) or later, Linux 5.1 (x86) or later, and Linux 5.1 (AMD/Intel 64) or later)

Job Management Partner 1/Automatic Job Management System 3 - View (For Windows):
P-2W12-34AL Job Management Partner 1/Automatic Job Management System 3 - View version 10-50

The above product includes the following:
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P-CC2A12-34AL Job Management Partner 1/Automatic Job Management System 3 - View version 10-50 (For
Windows 8.1, Windows 8, Windows Server 2012, Windows 7, Windows Server 2008 and Windows Vista)

P-CC2412-34AL Job Management Partner 1/Automatic Job Management System 3 - View version 10-50 (For
Windows Server 2003, Windows Server 2003(x64), and Windows XP Professional)

Job Management Partner 1/Base” (For Windows):
P-2W2C-6LAL Job Management Partner 1/Base” version 10-50

The above product includes the following:

P-CC2A2C-6LAL Job Management Partner 1/Base” version 10-50 (For Windows Server 2012 and Windows Server
2008)

P-CC242C-6LAL Job Management Partner 1/Base” version 10-50 (For Windows Server 2003 and Windows Server
2003(x64))

Job Management Partner 1/Base” (For UNIX):

P-1J2C-6LAL Job Management Partner 1/Base” version 10-50 (For HP-UX(IPF))

P-9D2C-6LAL Job Management Partner 1/Base” version 10-50 (For Solaris 11 (SPARC) and Solaris 10 (SPARC))
P-1M2C-6LAL Job Management Partner 1/Base” version 10-50 (For AIX)

P-812C-6LAL Job Management Partner 1/Base” version 10-50 (For Linux 6.1 (x86) or later, Linux 6.1 (x64) or later,
Linux 5.1 (x86) or later, and Linux 5.1 (AMD/Intel 64) or later)

# These products have been developed under a quality management system which has been certified to comply with
ISO 9001.

m Trademarks
Active Directory is either a registered trademark or a trademark of Microsoft Corporation in the United States and/or
other countries.

Adobe is either a registered trademark or a trademark of Adobe Systems Incorporated in the United States and/or other
countries.

CONNECT:Queue is a registered trademark of Sterling Commerce, Inc.

HP NonStop is a trademark of Hewlett-Packard Development Company, L.P. in the U.S. and other countries.
HP-UX is a product name of Hewlett-Packard Development Company, L.P. in the U.S. and other countries.

IBM, AIX are trademarks of International Business Machines Corporation, registered in many jurisdictions worldwide.

IBM, AS/400 are trademarks of International Business Machines Corporation, registered in many jurisdictions
worldwide.

IBM, Lotus are trademarks of International Business Machines Corporation, registered in many jurisdictions
worldwide.

IBM, MQSeries are trademarks of International Business Machines Corporation, registered in many jurisdictions
worldwide.

IBM, MVS are trademarks of International Business Machines Corporation, registered in many jurisdictions
worldwide.

Internet Explorer is either a registered trademark or trademark of Microsoft Corporation in the United States and/or
other countries.

Itanium is a trademark of Intel Corporation in the United States and other countries.

Linux(R) is the registered trademark of Linus Torvalds in the U.S. and other countries.
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Microsoft and Excel are either registered trademarks or trademarks of Microsoft Corporation in the United States and/
or other countries.

Microsoft and Outlook are either registered trademarks or trademarks of Microsoft Corporation in the United States
and/or other countries.

Microsoft and SQL Server are either registered trademarks or trademarks of Microsoft Corporation in the United States
and/or other countries.

Microsoft Exchange server is a product name of Microsoft Corporation in the U.S. and other countries.

Microsoft Office and Excel are either registered trademarks or trademarks of Microsoft Corporation in the United
States and/or other countries.

Oracle and Java are registered trademarks of Oracle and/or its affiliates.
Pentium is a trademark of Intel Corporation in the United States and other countries.
Red Hat is a trademark or a registered trademark of Red Hat Inc. in the United States and other countries.

SAP and R/3 and other SAP products and services mentioned herein as well as their respective logos are trademarks
or registered trademarks of SAP AG in Germany and other countries.

All SPARC trademarks are used under license and are trademarks or registered trademarks of SPARC International,
Inc., in the United States and other countries. Products bearing SPARC trademarks are based upon an architecture
developed by Sun Microsystems, Inc.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Windows is either a registered trademark or a trademark of Microsoft Corporation in the United States and/or other
countries.

Windows Server is either a registered trademark or a trademark of Microsoft Corporation in the United States and/or
other countries.

Windows Vista is either a registered trademark or a trademark of Microsoft Corporation in the United States and/or
other countries.

The following program products contain some parts whose copyrights are reserved by Oracle and/or its affiliates:
P-9312-27AL, P-9312-29AL, and P-9D2C-6LAL.

The following program products contain some parts whose copyrights are reserved by UNIX System Laboratories,
Inc.: P-9312-27AL, P-9312-29AL, and P-9D2C-6LAL.

This product includes software developed by the Apache Software Foundation (http://www.apache.org/).
This product includes software developed by IAIK of Graz University of Technology.

Other product and company names mentioned in this document may be the trademarks of their respective owners.
Throughout this document Hitachi has attempted to distinguish trademarks from descriptive terms by writing the name
with the capitalization used by the manufacturer, or by writing the name with initial capital letters. Hitachi cannot attest
to the accuracy of this information. Use of a trademark in this document should not be regarded as affecting the validity
of the trademark.

HITACHI

Inspire the Next <>

—

®Hitachi, Ltd. ]ava.,,,

COMPATIBLE

m Microsoft product name abbreviations

This manual uses the following abbreviations for Microsoft product names.
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Abbreviation

Excel

Exchange Server

IE Internet Explorer

Microsoft Mail

Microsoft SQL Server

MSCS

MSMQ

Outlook Outlook 2003
Outlook 2007
Outlook 2010

Outlook Express

Windows 7

Windows 8

Windows 8.1

Windows Server 2003 Windows Server 2003

Windows Server 2003 R2

Windows Server 2003 (x64)

Full name or meaning

Microsoft(R) Excel

Microsoft(R) Office Excel

Microsoft(R) Exchange 2000 Enterprise Server
Microsoft(R) Exchange 2000 Server
Microsoft(R) Exchange Server
Microsoft(R) Internet Explorer(R)
Windows(R) Internet Explorer(R)
Microsoft(R) Mail

Microsoft(R) SQL Server

Microsoft(R) SQL Server Enterprise Edition
Microsoft(R) Cluster Server
Microsoft(R) Message Queue Server
Microsoft(R) Outlook(R) 2003
Microsoft(R) Outlook(R) 2007
Microsoft(R) Outlook(R) 2010
Microsoft(R) Outlook(R) Express
Microsoft(R) Windows(R) 7 Enterprise
Microsoft(R) Windows(R) 7 Professional
Microsoft(R) Windows(R) 7 Ultimate
Windows(R) 8 Enterprise

Windows(R) 8 Pro

Windows(R) 8.1 Enterprise

Windows(R) 8.1 Pro

Microsoft(R) Windows Server(R) 2003, Enterprise
Edition

Microsoft(R) Windows Server(R) 2003, Standard
Edition

Microsoft(R) Windows Server(R) 2003 R2,
Enterprise Edition

Microsoft(R) Windows Server(R) 2003 R2, Standard
Edition

Microsoft(R) Windows Server(R) 2003, Enterprise
x64 Edition

Microsoft(R) Windows Server(R) 2003, Standard
x64 Edition
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Abbreviation Full name or meaning

Windows Server 2003 Windows Server 2003 R2 (x64) Microsoft(R) Windows Server(R) 2003 R2,
Enterprise x64 Edition

Microsoft(R) Windows Server(R) 2003 R2, Standard
x64 Edition

Windows Server 2008 Windows Server 2008 Microsoft(R) Windows Server(R) 2008 Datacenter
Microsoft(R) Windows Server(R) 2008 Enterprise
Microsoft(R) Windows Server(R) 2008 Standard

Windows Server 2008 R2 Microsoft(R) Windows Server(R) 2008 R2
Datacenter

Microsoft(R) Windows Server(R) 2008 R2
Enterprise

Microsoft(R) Windows Server(R) 2008 R2 Standard
Windows Server 2012 Windows Server 2012 Microsoft(R) Windows Server(R) 2012 Datacenter
Microsoft(R) Windows Server(R) 2012 Standard

Windows Server 2012 R2 Microsoft(R) Windows Server(R) 2012 R2
Datacenter

Microsoft(R) Windows Server(R) 2012 R2 Standard
Windows Vista Microsoft(R) Windows Vista(R) Business
Microsoft(R) Windows Vista(R) Enterprise
Microsoft(R) Windows Vista(R) Ultimate
Windows XP Professional Microsoft(R) Windows(R) XP Professional

Operating System

Windows is sometimes used generically, referring to Windows 8.1, Windows 8, Windows Server 2012, Windows 7,
Windows Server 2008, Windows Vista, Windows Server 2003, and Windows XP Professional.

m Restrictions

Information in this document is subject to change without notice and does not represent a commitment on the part of
Hitachi. The software described in this manual is furnished according to a license agreement with Hitachi. The license
agreement contains all of the terms and conditions governing your use of the software and documentation, including
all warranty rights, limitations of liability, and disclaimers of warranty.

Material contained in this document may describe Hitachi products not available or features not available in your
country.

No part of this material may be reproduced in any form or by any means without permission in writing from the
publisher.

m Issued
Dec. 2014: 3021-3-324-20(E)
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m Copyright

Copyright (C) 2012, 2014, Hitachi, Ltd.
Copyright (C) 2012, 2014, Hitachi Solutions, Ltd.
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I Summary of amendments

The following table lists changes in the manuals (3021-3-318-20(E), 3021-3-319-20(E),
3021-3-320-20(E), 3021-3-321-20(E), 3021-3-322-20(E), 3021-3-323-20(E), 3021-3-324-20(E),
3021-3-325-20(E), 3021-3-326-20(E), 3021-3-327-20(E), 3021-3-328-20(E), 3021-3-329-20(E),
and 3021-3-330-20(E)) and product changes related to these manuals.

Changes

A virtual machine on which JP1/AJS3 has been installed and configured can

now be duplicated.

Functionality was expanded so that a disaster recovery environment can be
set up with the main and remote hosts whose logical host names are the same.

A setting for shifting the start day by a number of days (counting both open

and closed days) was added.

A function that holds jobnet execution during immediate execution

registration was added.

Location

System Design (Configuration) Guide:
F

Configuration Guide 1:
22,3.1,32,12.2,13.1,13.2, H
Troubleshooting:
2.14

Messages 2:
KFPS00615-W, KFPU00219-E

Configuration Guide 1:
91,92.1,9.2.2,9.23,93,18.1,182.1,182.2,18.2.3,
18.3

Administration Guide:
12.1.2,12.1.3,12.14,12.2.1,12.2.2,12.2.3,12.3.1,
12.4.1,12.4.2

Command Reference 2:

2. jajs_rpenvexport, 2. jajs_rpenvimport, 2. jajs_rpsite

Messages 1:
1.3.3,1.3.9,1.4.1, KAVS3702-E, KAVS3710-I,
KAVS3711-E, KAVS3754-E

Messages 2:

KNAD3994-E

Overview:
332

System Design (Work Tasks) Guide:
355
Operator's Guide:
15.3.17
Command Reference 1:
2. ajschgnet, 2. ajsprint
Command Reference 2:
4.2.4
Messages 1:
KAVS0188-E

Messages 2:
KAVV455-E

Overview:
342,411
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Changes Location

A function that holds jobnet execution during immediate execution System Design (Work Tasks) Guide:
registration was added. 223

Operator's Guide:
15.3.1,15.3.22,15.3.38,15.3.47,15.10.1

Command Reference 1:
2. ajsentry

A function that can execute some commands from JP1/AJS3 - View to JP1/ | System Design (Configuration) Guide:
AJS3 - Manager was added. 4.54

Configuration Guide 1:
C.1

Administration Guide:
222,224,235, 13.1,13.1.8

Troubleshooting:
A.1,4.3

Operator's Guide:
104,11.1.1,11.3.9,11.3.18,15.3.2,15.3.3,15.3.52,
15.3.53,15.3.54,154.2,154.3,15.7.2,15.7.3,15.8.2,
15.8.3,15.9.2,159.3,15.10.2,15.10.3

Command Reference 1:
2. ajslogprint, 2. ajsprint, 2. ajsshow, 2. ajsstatus
Command Reference 2:

2. jajs_setup _cluster

Messages 1:
1.3.3, KAVS0901-E, KAVS0538-1, KAVS0539-1

Messages 2:

KAVV263-E, KAVV269-E, KAVV385-E, KAVV418-E,
KAVV419-E, KAVV2507-E, KAVV3900-Q to
KAVV3910-E, KAVV3912-E to KAVV3919-E,
KAVV3922-E to KAVV3929-E, KAVV3931-E,
KAVV3932-E, KAVV3934-E to KAVV3936-Q

The files jajs_log.bat and jajs_log, which have the same System Design (Configuration) Guide:
functionality as the data collection tool (_ 04 .bat and _04), are now 511,94

available. In addition, an option was added to the Windows version of the
data collection tools that allows you to specify the location to which data is
output.

Configuration Guide 1:
2.21,222,7.1.1,7.1.2,12.2.1,16.1.1,16.1.2
Administration Guide:
2.2.5,2.3.6
Troubleshooting:
141,142,272

Command Reference 1:
1.5.8, 1.6, 2. jajs_log or 04 (UNIX only), 2. jajs_log.bat
or _04.bat (Windows only)

Command Reference 2:
1.5.8,1.6

Messages 2:
KAVU5287-E, KAVU5501-E
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Changes Location

An option was added to the ajsprint command so that relation line Configuration Guide 2:
information can be output in order of the unit name. 221,222

Administration Guide:
13.1,13.1.8

Command Reference 1:
2. ajsprint

The procedure for changing the IP address of an agent host was changed. Configuration Guide 1:
6.3.19,15.3.19

Configuration Guide 2:
241,242

Administration Guide:
892

Messages 1:

1.3.4, KAVT0198-E, KAVT0199-E, KAVT0528-E,
KAVTO0658-E to KAVT0661-E, KAVT0664-E

UTF-8 was added to the list of character encodings that can be used in AIX, | Overview:
HP-UX, and Solaris 10. 10.1.1

System Design (Configuration) Guide:
243,722,822

Configuration Guide 1:
13.4.1,15.1.9,C.2,D.2

Configuration Guide 2:
222,271,282

Administration Guide:
442

Operator's Guide:
15.3.6

Command Reference 1:
1.4.1

Command Reference 2:
1.4.1, 2. ajsembdbsetup, 2. jajs_setup, 2.
Jjajs_setup cluster

Messages 2:

KAVVI179-E, KAVV503-E, KAVV601-E, KAVVSS82-E,
KAVV883-E, KAVVIS503-E, KAVV2119-E

The number of characters that can be used when specifying a logical host Administration Guide:
name for the command jajs_killall.cluster was increased. 11.6.1

Command Reference 1:
2. jajs_killall.cluster

Legend:
Overview: Job Management Partner 1/Automatic Job Management System 3 Overview

System Design (Configuration) Guide: Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration)
Guide

System Design (Work Tasks) Guide: Job Management Partner 1/Automatic Job Management System 3 System Design (Work Tasks) Guide
Configuration Guide 1: Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 1
Configuration Guide 2: Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 2
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Administration Guide: Job Management Partner 1/Automatic Job Management System 3 Administration Guide
Troubleshooting: Job Management Partner 1/Automatic Job Management System 3 Troubleshooting

Operator's Guide: Job Management Partner 1/Automatic Job Management System 3 Operator's Guide

Command Reference 1: Job Management Partner 1/Automatic Job Management System 3 Command Reference 1
Command Reference 2: Job Management Partner 1/Automatic Job Management System 3 Command Reference 2
Linkage Guide: Job Management Partner 1/Automatic Job Management System 3 Linkage Guide

Messages 1: Job Management Partner 1/Automatic Job Management System 3 Messages 1

Messages 2: Job Management Partner 1/Automatic Job Management System 3 Messages 2

In addition to the above changes, minor editorial corrections were made.
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I Preface

This manual describes how to troubleshoot errors for Job Management Partner 1/Automatic Job Management System
3 (abbreviated hereafter to JP1/4JS3).

m Intended readers

This manual is intended for:

* Those who wish to operate an automatic job execution system with JP1/AJS3 and those who design automatic job
execution systems.

* Those who operate an automatic job execution system with JP1/AJS3.

m Organization of this manual

This manual organized into the following chapters. The manual is a common reference for all supported operating
systems. Any platform-dependent differences in functionality are noted in the manual.

1. Troubleshooting Procedure and Required Data

Chapter 1 describes the general troubleshooting procedure, the logs that are available to facilitate
troubleshooting, and the data you need to collect if a problem occurs during JP1/AJS3 operation.

2. Troubleshooting Typical Problems
Chapter 2 describes how to troubleshoot typical problems that might occur when JP1/AJS3 is being used.

m Conventions: Diagrams

This manual uses the following conventions in diagrams:

@ Job group @ Planning group @Jobnet @ Job

@Event job @ Action job @®Judgmentjob  @OR job @ Jobnet connector

H o &

@ Unit with wait condition @ AJS3 unit @Business scope
monitoring object

% O & o

m Conventions: Fonts and symbols

The following table explains the text formatting conventions used in this manual:
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Text formatting

Bold

Italic

Monospace

Convention

Bold characters indicate text in a window, other than the window title. Such text includes menus,
menu options, buttons, radio box options, or explanatory labels. For example:

¢ From the File menu, choose Open.
¢ Click the Cancel button.
¢ In the Enter name entry box, type your name.

Italic characters indicate a placeholder for some actual text to be provided by the user or system. For
example:

¢ Write the command as follows:
copy source-file target-file
¢ The following message appears:

A file was not found. (file = file-name)

Italic characters are also used for emphasis. For example:
¢ Do not delete the configuration file.

Monospace characters indicate text that the user enters without change, or text (such as messages)
output by the system. For example:

¢ At the prompt, enter dir.
¢ Use the send command to send mail.

¢ The following message is displayed:
The password is incorrect.

The following table explains the symbols used in this manual:

Symbol

(tilde)

Convention

In syntax explanations, a vertical bar separates multiple items, and has the meaning of OR. For
example:

A|B|Cmeans A, or B, or C.

In syntax explanations, curly brackets indicate that only one of the enclosed items is to be selected.
For example:

{A|B]|C} means only one of A, or B, or C.

In syntax explanations, square brackets indicate that the enclosed item or items are optional. For
example:

[A] means that you can specify A or nothing.

[B|C] means that you can specify B, or C, or nothing.

In coding, an ellipsis (...) indicates that one or more lines of coding have been omitted.

In syntax explanations, an ellipsis indicates that the immediately preceding item can be repeated as
many times as necessary. For example:

A, B, B, ...meansthat,afteryouspecifyd, B, youcanspecify Basmany times asnecessary.
Multiplication sign

Division sign

The calculation result is rounded up to the next whole number.

Example:

The result of * 34/3 4 is 12.

The item shown before this symbol must be specified in accordance with the conventions shown for
angle brackets, double parentheses, and double angle brackets (below).
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Symbol Convention

<> Indicates the characters and lexical elements that can be specified.
(angle brackets) <characters>
One or more Kanji characters, katakana characters, upper-case alphabetic characters, lower-case
alphabetic characters, or numeric characters
<numeric>
0,1,2,3,4,5,6,7,8,0r9
<alphabetic character>
A,B,C,D,E,F,GGH,LILLK,L,M,N,O,P,Q,R,S, T, U, V, W, X, Y, Z,\, #, or @
<alphanumeric character>
Alphabetic or numeric character
<symbolic name>
No more than eight alphanumeric characters beginning with an alphabetic character
<unsigned integer>
One or more numeric characters
<hexadecimal character>
0,1,2,3,4,5,6,7,8,9,A,B,C,D,E,or F
<file name>
A system-determined name assigned to a file
<path>

The directories contained in the path, with each name separated by a forward slash (/) or backslash
(\). The path notation is OS-dependent.

(@) Indicates the range of specifiable values.
(double parentheses)
<<>> Indicates the default assumed by the system when a value is unspecified.
(double angle brackets) Example:

If you do not specify days-to-keep-form ~<numeric> ((0 to 365)) <<365>>, 365 is assumed as the
number of days to keep the form.

MAX Choose the largest of the calculation results.
Example:
The result of MAX (3 x 6,4 +7) is 18.

m Conventions: Version numbers

The version numbers of Hitachi program products are usually written as two sets of two digits each, separated by a
hyphen. For example:

Version 1.00 (or 1.0) is written as 01-00.
e Version 2.05 is written as 02-05.

e Version 2.50 (or 2.5) is written as 02-50.
e Version 12.25 is written as 12-25.

The version number might be shown on the spine of a manual as Ver. 2.00, but the same version number would be
written in the program as 02-00.
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m JP1 program reorganization in version 8

The following are the major changes that have been made to the JP1 product suite in version 8:

¢ JP1/AJS2 - Advanced Manager was eliminated, and the database provided by JP1/AJS2 - Advanced Manager was
integrated into JP1/AJS2 - Manager in JP1 Version 8.

e JP1/AJS2 - Client Toolkit was eliminated.

* JP1/AJS2 - View products for platforms other than Windows were eliminated.

m Organization of JP1/AJS3 manuals and choosing the right manuals

There are 13 JP1/AJS3 manuals. The following table summarizes their contents.

Note that Job Management Partner 1/Automatic Job Management System 3 has been omitted from the manual titles
in the table.

No.

10

11

13

Manual

Overview
(3021-3-318(E))

System Design (Configuration) Guide

(3021-3-319(E))

System Design (Work Tasks) Guide

(3021-3-320(E))

Configuration Guide 1
(3021-3-321(E))

Configuration Guide 2
(3021-3-322(E))

Administration Guide
(3021-3-323(E))

Troubleshooting
(3021-3-324(E))

Operator's Guide
(3021-3-325(E))

Command Reference 1
(3021-3-326(E))

Command Reference 2
(3021-3-327(E))

Linkage Guide
(3021-3-328(E))

Messages 1
(3021-3-329(E))

Messages 2
(3021-3-330(E))

Contents

JP1/AJS3 features
Description of functions

Information that must be considered when designing a system
Cautionary notes on designing a system

Information that must be considered when constructing jobs and jobnets

Cautionary notes on designing jobs and jobnets

Installation and setup procedures
Environment setup procedure by operation type

Description of environment setting parameters

Description of operation profiles

Information required to operate a system
Know-how useful for JP1/AJS3 operation

How to troubleshoot errors

Data required when an error occurs

How to operate JP1/AJS3 - View
How to operate JP1/AJS3 Console View
Description of windows and dialog boxes

Command syntax

Syntax of commands used for setup and special operations
Syntax and coding examples of information definition files

Description of functions that can be used when linked with other products
and the setup method

Messages output by JP1/AJS3 (messages beginning with KAJS to KAVT)

Messages output by JP1/AJS3 (messages beginning with KAVU to KNAD)
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Use the following illustration and table as a guide to determine the manuals you need to read.

Organization of JP1/AJS3 manuals

Planning
Linkage with other
products
Overview Linkage Guide
Design

System Design
(Configuration) Guide

System Design
(Work Tasks) Guide

Configuration

Configuration Guide 1

Configuration Guide 2

Operation

Administration Guide

Troubleshooting

Reference

Operator's Guide

Command Reference 1

Command Reference 2

Messages 1

Messages 2

Purpose

To learn about JP1/AJS3's functionalities

To configure a system (including installation and setup) that

automatically runs jobs

To design work tasks that will be automated (including job

definitions and schedule definitions)

To learn about monitoring and maintaining a running system

To learn about what action you need to take for problems that occur

during operation

Required reading

Overview
(3021-3-318(E))

System Design (Configuration)
Guide

(3021-3-319(E))
Configuration Guide 1
(3021-3-321(E))

System Design (Work Tasks)
Guide

(3021-3-320(E))

Administration Guide
(3021-3-323(E))

Troubleshooting
(3021-3-324(E))

Read as necessary

* Linkage Guide
(3021-3-328(E))

» Configuration Guide 2
(3021-3-322(E))

e Linkage Guide
(3021-3-328(E))

e Operator's Guide
(3021-3-325(E))

e Troubleshooting
(3021-3-324(E))

* Messages |
(3021-3-329(E))

* Messages 2
(3021-3-330(E))

* Messages 1
(3021-3-329(E))
* Messages 2
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Purpose Required reading

To learn about what action you need to take for problems that occur e Troubleshooting
during operation (3021-3-324(E))

To learn about operating JP1/AJS3 * Operator's Guide
(3021-3-325(E))

Read as necessary

(3021-3-330(E))

o Command Reference 1
(3021-3-326(E))

* Command Reference 2
(3021-3-327(E))
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Troubleshooting Procedure and Required Data

This chapter describes the general troubleshooting procedure, logs that are available to facilitate
troubleshooting, and the data you need to collect if a problem occurs during JP1/AJS3 operation.
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1.1 Troubleshooting procedure

If a problem occurs in JP1/AJS3, use the following procedure to troubleshoot:

1. Check the status.
Check the status of the problem. If a message is output, read it. For details about why each message is output and
how to troubleshoot, see 2. Messages in the manual Job Management Partner 1/Automatic Job Management System
3 Messages 1 or 1. Messages in the manual Job Management Partner 1/Automatic Job Management System 3
Messages 2. For details about the information that is logged by JP1/AJS3 and JP1/AJS3 Console, see 1.2 Types of
log information and storage locations.

2. Collect data.
You need to collect data to identify the cause of a problem. Collect the necessary data after reading /.3 Data to be
collected when a problem occurs and 1.4 Collecting data for troubleshooting.

3. Investigate the problem.

Identify the cause of the problem based on the data you have collected. Either pinpoint where the problem occurred
or narrow down the problem range.

1. Troubleshooting Procedure and Required Data
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1.2 Types of log information and storage locations

JP1/AJS3 logs three types of information while it is running:

1. System failure log
2. Scheduler log
3. Trace log

The following figure shows where these three types of log information are stored.

Figure 1-1: Storage locations for log information

Common message log

syslog or

Windows

System failure report log ;
event log

For system managers
- System failure and alarm
- System error
(including command
execution error)

Integrated trace log

Scheduler log

For operation managers

- Execution start and end
logs of jobnets and jobs

- Command execution log

Execution operation log

Schedule
log

Trace log

For checking failures
Module trace for trouble
analysis

Trace log
Scheduler function
e Job execution control function
e Event and action control
function
—® « Queueless agent function
JP/AJS3 Console function

Legend:
— : Log information is output.

----- » : For UNIX, log information is output when specified by the environment
setting parameter.

1. Troubleshooting Procedure and Required Data

Job Management Partner 1/Automatic Job Management System 3 Troubleshooting



1.2.1 System failure log

System failure log refers to the information logged for system problems. This information is used by system
administrators.

System failure log consists of the common message log and the integrated trace log.

(1) Common message log

The common message log is output to the Windows event log file or the syslog file.

(2) Integrated trace log

The integrated trace log contains the trace information that is output by different programs via Hitachi Network
Objectplaza Trace Library (HNTRLib2). This information is stored in output files. The integrated trace log contains
more detailed messages than those provide by the common message log.

The integrated trace log is output to integrated trace log files.
For details about how to obtain the integrated trace log, see the Job Management Partner 1/Base User's Guide.
The integrated trace log is output to the following files by default:

In Windows:
system-drive\Program Files®™\HITACHI \HNTRLib2\spool\hntr2{1|2|3]4}.1log

In UNIX:
/var/opt/hitachi/HNTRLib2/spool/hntr2{1|2|3|4}.log

For 64-bit versions of Windows, replace Program Files with Program Files (x86).

You can specify the type of system failure log to be collected in the integrated trace log. To do this, use the
jajs_ configcommand to specify the type of information to be logged in the HNTRLOGLEVEL environment setting

parameter.

For JP1/AJS3 Console, specify the type of information to be logged in the HNTRLOGLEVEL environment setting
parameter in the environment settings files (ajs2cm.conf, ajs2ca.conf). For details about HNTRLOGLEVEL,
see 2.2 Setting up the scheduler service environment in the Job Management Partner 1/Automatic Job Management
System 3 Configuration Guide 2.

You can use a text editor to read the integrated trace log files. The following figure shows an example of output to an
integrated trace log file.

Figure 1-2: Example of output to an integrated trace log file

OS information Host name Time zone Time HNTRLib2
started
= AIX 35 host01 TZ=JST-9 20XX/04/01 07:48:30.289
yyyy/mm/dd hh:mm:ss.sss pid tid message-id message(LANG=ja_JP)
0007 20XX/04/01 09:34:52.454 JAJS_SPMD  0006EOE2 -------- KAVB3705-1  jpgmon running... pid = 458976
0000 20XX/04/01 09:34:53.947 jpgmon 000700E0 00000001 KAVU1100-I Started process monitor (host01)
Number Date Time Application pid tid Message ID Message text

name

1. Troubleshooting Procedure and Required Data
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The following tables describe the headers and output items in the integrated trace log file.

Table 1-1: Meaning of headers in the integrated trace log file

Header
OS information
Host name

Time zone

Time HNTRLib2 started

Explanation

The OS on which Hitachi Network Objectplaza Trace Library (HNTRLib2) is running.

The name of the host on which Hitachi Network Objectplaza Trace Library (HNTRLib2) is running.

In Windows:
The time zone set for the OS.

In UNIX:
The value of the TZ environment variable for the integrated trace log.

If the TZ environment variable is not specified, Unknown is displayed.

The time that Hitachi Network Objectplaza Trace Library (HNTRLib2) started

Table 1-2: Meaning of the output items in the integrated trace log file

Output item

Number (4 digits)

Date (10 bytes)
Time (12 bytes)

Application name (16 bytes or
less)

pid

Explanation

The sequence number of the trace record.

A number is assigned for each process for which information is logged.
The date the trace was collected: yyyy/mm/dd (year/month/day)
The local time the trace was collected: ik : mm : ss . sss (hour:minutes:seconds.milliseconds)

The name of an application (application identification name).
JP1/AJS3 generally outputs the following application names:
1. The JP1/AJS3 service: JAJS SPMD
. The scheduler process: ajsmasterd
. The flow control process: ajsflowd (ajsflowd.exe for Windows)
. The job submit process: ajssubd (ajssubd.exe for Windows)
. The job completion wait process: ajssubwd (ajssubwd.exe for Windows)

2
3
4
5
6. The job execution control status notification process: jpqnfyfd (jpqnfyfd.exe for Windows)
7. The schedule control process: ajsschd
8. The event/action control manager process: jpomanager
9. The event/action control agent process: jpoagent
10. The execution interval control process: jpocwttmMain
11. The event (JP1 events, log traps, etc.) monitoring process: jpoeventwatch
12. The event/action control submanager process: jpomgrsub
13. The event/action control subagent process: jpoagtsub
14. The job execution control process: jpgmon
15. The job execution control manager process: jpgman
16. The job execution control agent process: jpgagt
17. The network control process: ajsinetd
18. The process that starts when a user logs in to JP1/AJS3 - View: ajsmonsvr
19. The JP1/AJS3 - Queueless Agent service (queueless agent process): ajsqlagtd
20. The JP1/AJS3 - Queueless File Transfer service (queueless file transfer process): ajsqlftpd
21. The JP1/AJS3 Check Manager service: ajschkmand (ajschkmand.exe for Windows)
22. The JP1/AJS3 Check Agent service: ajschkagtd
23. The JP1/AJS3 Console Manager service: ajscminetd
24. The JP1/AJS3 Console Agent service: ajscainetd
25. Other processes and commands: The process or command name

The process ID assigned by the OS.

1. Troubleshooting Procedure and Required Data
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Output item Explanation

pid A pid is output as a hexadecimal number.

tid The thread ID that identifies a thread.
A tid is output as a hexadecimal number.

Message ID A message ID appearing in 1.2.1 Format of output messages in the manual Job Management Partner 1/
Automatic Job Management System 3 Messages 1. The message IDs in this log are only those used by JP1/
AJS3.

Message text The text of a message output to the integrated trace log. The message texts in this log are those output by
JP1/AJS3.

I Important note

The time that information is recorded in the integrated trace log is the time in the time zone to which the source
process belongs. If a user changes the value of the TZ environment variable and then starts a service or executes
a command, the time of log information might not match the time zone set for the OS.

1.2.2 Scheduler log

Scheduler log is logged by the JP1/AJS3 scheduler services, and is used by operations administrators. The scheduler
log indicates when execution of a jobnet or job started or ended, and how jobnets and jobs were handled.

The JP1/AJS3 scheduler log can be recorded separately for each scheduler service on a JP1/AJS3 - Manager host or for
the entire host. To make this specification, use the AJSLOGOUTPUTDEST environment setting parameter. By default,
scheduler log is recorded separately for each scheduler service.

* Logging scheduler log for each scheduler service
Scheduler log is logged for each scheduler service when schedule is specified in the AJSLOGOUTPUTDEST
environment setting parameter. The logged information is output to the file specified in the AOSLOGFILEL
environment setting parameter or AJSLOGFILE?2 environment setting parameter. The default destination file is as
follows:
For Windows Server 2012 or Windows Server 2008, if the installation folder is in the default folder or a folder
protected by the system:
$ALLUSERSPROFILE%\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\log\schedule\scheduler-
service-name\ajs—-1logl.logor SALLUSERSPROFILES\Hitachi\JP1\JP1 DEFAULT
\JP1AJS2\1log\schedule\scheduler-service-name\ajs-1log2.log B
The default value for $ALLUSERSPROFILES is system-drive\ProgramData.
A folder protected by the system is the path to a folder in any of the following:
- system-drive\Windows
- system-drive\Program Files
- system-drive\Program Files (x86) (for 64-bit Windows)

For Windows Server 2012 or Windows Server 2008 in which an installation folder other than the above is used:

JP1/AJS3-installation-folder\ 1 og\ schedule\scheduler-service-name\ajs—-1ogl.log or JP1/4JS3-
installation-folder\ 1og\ schedule\scheduler-service-name\ajs—-10g2.1log

1. Troubleshooting Procedure and Required Data
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For Windows Server 2003:
JP1/AJS3-installation-folder\ 1 og\ schedule\scheduler-service-name\ajs—-1ogl.log or JP1/4JS3-
installation-folder\ 1og\ schedule\scheduler-service-name\ajs-10g2.1log

For UNIX:
/var/opt/jplajs2/log/schedule/scheduler-service-name/ajs-1logl.logor /var/opt/
Jjplajs2/log/schedule/scheduler-service-name/ajs—-10g2.1log
Logging scheduler log for the entire host
Scheduler log is logged for the entire host when host is specified in the AJSLOGOUTPUTDEST environment
setting parameter. In this case, the scheduler log logged by different scheduler services is output to one file. The
logged information is output to the file specified in the HOSTLOGFILEL environment setting parameter or
HOSTLOGFILEZ2 environment setting parameter. The default destination file is as follows:

For Windows Server 2012 or Windows Server 2008, if the installation folder is in the default folder or a folder
protected by the system:

$ALLUSERSPROFILE%\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\log\ajs-host-logl.logor
$ALLUSERSPROFILE%\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\log\ajs-host-log2.1log

The default value for $ALLUSERSPROFILES is system-drive\ProgramData.
A folder protected by the system is the path to a folder in any of the following:

- system-drive\Windows

- system-drive\Program Files

- system-drive\Program Files (x86) (for 64-bit Windows)

For Windows Server 2012 or Windows Server 2008 in which an installation folder other than the above is used:
JP1/4JS3-installation-folder\1og\ajs-host-1logl.log or JP1/AJS3-installation-folder\1og\ajs~-
host-log2.log

For Windows Server 2003:

JP1/4JS3-installation-folder\1og\ajs-host-logl.log or JP1/AJS3-installation-folder\1og\ajs-
host-log2.log

For UNIX:

/var/opt/jplajs2/log/ajs-host-logl.logor /var/opt/jplajs2/log/ajs-host-
log2.log

Logging format for scheduler log

The logging format for scheduler log is as follows:

log-type A date A time A additional-information

Legend:
A : 1-byte space character

For details about scheduler log, see C.1 Log entries output by the scheduler services.

1.2.3 Trace log

A trace log contains trace information that can be used in investigating how a problem has occurred and in determining

how time was required to execute each process when a problem has occurred.

The JP1/AJS3 trace information is output to multiple trace log files. The internal format of each trace log file is not

public information. In addition, a text editor cannot be used to view the files because the files are binary files.

1. Troubleshooting Procedure and Required Data
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(1) Scheduler trace

A JP1/AJS3 - Manager host uses one file, which wraps around to the beginning when the end of the file is reached. The
default file size is 20,480 kilobytes. The logging format is binary. However, you can change the size of a trace log file
by using the ajstrsetsz command. For details about this command, see ajstrsetsz in 2. Commands in the manual
Job Management Partner 1/Automatic Job Management System 3 Command Reference 1.

(2) Job execution trace

A JP1/AJS3 - Manager host or a JP1/AJS3 - Agent host logs trace information in one or more files for each function.
For details about the names of files, see /.2.4 List of log files and directories. The size of each file is 512 kilobytes. You
cannot change the file size. The logging format is not public information.

(3) Event and action trace

A JP1/AJS3 - Manager host or a JP1/AJS3 - Agent host logs trace information in two files for each function. For details
about the names of these files, see 1.2.4 List of log files and directories. The size of each file is 128 kilobytes.

(4) Queueless job trace

A JP1/AJS3 - Manager host uses one file, which wraps around to the beginning when the end of the file is reached. A
JP1/AJS3 - Agent host also uses one file that wraps around to the beginning when the end of the file is reached. The
default file size is 15,360 kilobytes. The logging format is binary. You can change the size of these trace log files by
using the ajsqgltrsetsz command. For details about this command, see ajsqltrsetsz in 3. Commands Used for Special
Operation in the manual Job Management Partner 1/Automatic Job Management System 3 Command Reference 2.

(5) Other traces

* Each JP1/AJS3 Console Manager and JP1/AJS3 Console Agent uses one trace log file that wraps around to the
beginning when the end of the file is reached. The default file size is 3,072 kilobytes. The logging format is binary.
For JP1/AJS3 Console Manager, you can change the size of the trace log file by using the ajscmtrsetsz
command. For JP1/AJS3 Console Agent, you can change the size of the trace log file by using the ajscatrsetsz
command. For details about these commands, see ajscmtrsetsz in 3. Commands Used for Special Operation in the
manual Job Management Partner 1/Automatic Job Management System 3 Command Reference 2 and ajscatrsetsz
in 3. Commands Used for Special Operation in the manual Job Management Partner 1/Automatic Job Management
System 3 Command Reference 2.

* JP1/AJS3 Check Manager and JP1/AJS3 Check Agent, which pre-check definitions, each use one trace log file that
wraps around to the beginning when the end of the file is reached. The default file size is 3,072 kilobytes. The
logging format is binary. You can change the size of these trace log files by using the ajschktrsetsz command.
For details about this command, see ajschktrsetsz in 2. Commands in the manual Job Management Partner 1/
Automatic Job Management System 3 Command Reference 1.

e A JP1/AJS3 - Manager host or a JP1/AJS3 - Agent host logs trace information related to process management in
multiple trace log files for each function. For details about the names of files, see 1.2.4 List of log files and
directories. The size of each file is 384 kilobytes. You cannot change the file size. Note that the logging format is
not public information.

1. Troubleshooting Procedure and Required Data
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1.2.4 List of log files and directories

(1) Log files and directories in Windows

Table 1-4 to Table 1-6 describe the log file names and folder names of the scheduler logs and the trace logs for each
function in JP1/AJS3 for Windows.

The Log name column lists the names of the logs created by JP1/AJS3.
In Log file and folder names column, the following abbreviations are used for folders:

1. Mgr Path

e For Windows Server 2012 or Windows Server 2008, if the installation folder is in the default folder or a folder
protected by the system™!:
%ALLUSERSPROFILE%#Z\HitaChi\JPl\JPl_DEFAULT\JPlAJSZ

* For Windows Server 2012 or Windows Server 2008 in which an installation folder other than the above is used:
JP1/AJS3 - Manager-installation-folder

* For Windows Server 2003:
JP1/AJS3 - Manager-installation-folder

The default installation folder is system-drive\ Program Files™\HITACHI\jplajs2.

2. Agt Path
¢ For Windows Server 2012 or Windows Server 2008, if the installation folder is in the default folder or a folder
protected by the system™!:
%ALLUSERSPROFILE%#Z\Hitachi \JP1 \JPl_DEFAULT\JPlAJSZ
* For Windows Server 2012 or Windows Server 2008 in which an installation folder other than the above is used:
JP1/4JS3 - Agent-installation-folder
* For Windows Server 2003:
JP1/AJS3 - Agent-installation-folder
The default installation folder is system-drive\ Program Files®™\HITACHI\jplajs2.
3. View Path
e For Windows 8.1, Windows 8, Windows Server 2012, Windows 7, Windows Server 2008, or Windows Vista:
$ALLUSERSPROFILE %#Z\Hitachi \JP1\JP 1 DEFAULT \JP1AJS2V
* For Windows Server 2003 or Windows XP Professional
View-installation-folder

The default installation folder is system-drive\ Program Files®™\HITACHI\JP1AJS2V

4.CM Path
e For Windows Server 2012 or Windows Server 2008, if the installation folder is in the default folder or a folder
protected by the system™!:
%ALLUSERSPROFILE%#z\Hitachi \JP1\ JPl_DEFAULT \JP1AJS2CM

¢ For Windows Server 2012 or Windows Server 2008 in which an installation folder other than the above is used:
JP1/AJS3 Console-installation-folder

¢ For Windows Server 2003:

1. Troubleshooting Procedure and Required Data
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JP1/AJS3 Console-installation-folder

The default installation folder is system-drive\ Program Files®™\HITACHI\jplajs2cm.

#1

A folder protected by the system is the path to a folder in any of the following:

o system-drive\Windows

* system-drive\Program Files

* system-drive\Program Files (x86) (for 64-bit Windows)

#2

The default for $ALLUSERSPROFILES is system-drive\ProgramData.

#3

For 64-bit versions of Windows, replace Program Files with Program Files (x86).

In a cluster system, unless otherwise specified, make the substitutions shown in the following table for the indicated

abbreviations.

Table 1-3: Log output folders in a cluster system

Abbreviation in Table 1-4 to Table 1-6
Mgr Path

Agt Path

Log output folder in a cluster system
shared-disk-name\ jplajs2

shared-disk-name\ jplajs2

The Default disk space column indicates the disk space allocated to a log file when the default environment settings is
used for operation, and is the total disk space size when there are multiple log files. If the user has not changed the size
of a log file, the disk space indicated in the table is the disk space allocated to that log file.

The Maximum disk space column indicates the maximum amount of disk space that a log file uses. This value includes
changes to definitions, and is the total disk space size when there are multiple log files. The values in this column are
the maximum values for log files whose size varies according to the definitions.

The Timing for switching files column indicates either a limit or the point at which JP1/AJS3 switches the log file (output
file for the log) to another file. A value in this column indicates that there are multiple log files, and that the file with
the oldest update date is overwritten when the maximum disk space has been reached.

Table 1-4: Log files and folders in JP1/AJS3 - Manager (for Windows)

Log name Log file and folder names
System Mgr_Path\10g\JAJS_SPMD{1 |
management log 213}.1log

Mgr Path\log
\JAJS_ SPMD_COMMAND({1]2|
3}.1log

Mgr Path\log
\JAJS_SERVICE{1]2]|3}.1log

Mgr Path\log
\JAJS_ DBMD [embedded-
database-setup-ID]1 {1123} .1og

1. Troubleshooting Procedure and Required Data

Logged information

Trace log related to
starting, stopping, and
checking the status of
the JP1/AJS3 service

Default disk
space!

384

384

384

384

Maximum
disk
space!
384

384

384

384

Timing for
switching
files#?

128

128

128

128
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Log name

System
management log

Scheduler log™

ajsinetd internal
log"23

Trace log™ #6

Log file and folder names

Mgr_Path\1og\JAJS HSTD{1|
2]13}.1log

Mgr_Path\1og\JAJS AGTD{1|
213}.1log

Mgr Path\log
\JAJS_ SCHD_ [scheduler-service-
name] {1|2|3}.1log

Mgr Path\log\hliclibtrc{l|
2131415}.1og

Mgr Path\log\hlicliberr{1l|
2131415}.1og

Mgr_Path\log
\hliclibmgrtrc{1l[2]|3|4]|
5}.1og

Mgr Path\log
\hliclibmgrerr{1|2]3]4]|
5}.1og

Mgr Path\log
\hliclibtrc.conf

Mgr Path\log
\hlicliberr.conf

Mgr Path\1og
\hliclibmgrtrc.conf

Mgr Path\log
\hliclibmgrerr.conf

Mgr Path\log\schedule
\scheduler-service-name\a;js—
log{l|2}.1log

Mgr Path\log\ajs-host-
log{l]2}.log

Mgr Path\log\ajsinetd{1|
2}.1log

Mgr_Path\log\tracelog

1. Troubleshooting Procedure and Required Data

Logged information

Trace log related to
starting, stopping, and
checking the status of
the JP1/AJS3 service®

License management
log file™3

Management file for the
license management

log file"?

Operating information
related to jobnets, jobs,
and scheduler services
(when scheduler log is
logged separately for
each scheduler service)

Operating information
related to jobnets, jobs,
and scheduler services
(when scheduler log is
logged for the entire
host)

Internal information
related to the network

control process’

Trace log and
information about
operations related to
scheduler services and

jobnets?3: #8

Default disk
space®!

384

384

384

5,120

5,120

5,120

5,120

256 bytes

256 bytes

256 bytes

256 bytes

20,480

20,480

256

20,480

Maximum
disk
space!
384

384

384

5,120

5,120

5,120

5,120

256 bytes

256 bytes

256 bytes

256 bytes

4,000,000

4,000,000

4,000,000

2,097,151

Timing for
switching
files?2

128

128

128

1,024

1,024

1,024

1,024

Wraparound

Wraparound

Wraparound

Wraparound

Size of the
scheduler log file
specified in the
environment
settings

(10,240)

Size of the
scheduler log file
for the host
specified in the
environment
settings

(10,240)

Size of the
ajsinetd internal
log

(128)

Wraparound
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Log name

Job execution
manager log/10

Job execution

agent log#10

Job execution

client log"10

Job execution
status report
log#10

Event/action
control manager
log#7

Event/action
control agent log*”

Event monitoring
10g#7

Log file and folder names

Mgr_Path\1log\schedule
\scheduler-service-name
\jpgmanexec{1|2]3|4]5]|6]
71819110111112]113114]

15%}. log#9

Mgr Path\log\jpgmanexec{1|
213141516]171819110]111112]
13114115} .1log™

Mgr Path\log\jpgagtexec{l|
2131415161718} .1og"!8

Mgr_Path\log
\Jjpgagtexecmon{1|2|3]4]5]|
61718} .1log"?

Mgr Path\log\jpgcliexec{1l|
2} .log#20

Mgr Path\log\schedule
\scheduler-service-name

\jpanfyexec{1l|2}.log"!

Mgr Path\log\schedule
\scheduler-service-name
\jpomanager{1[|2|3|415]6]
71819110111112113}.10g"*

Mgr Path\log\jpomanager{1l|
2131415]6}.1log"3

Mgr_Path\1log\schedule
\scheduler-service-name
\jpomgrsub{1|2|3]4|5]6]7]|
81} .log#24

Mgr Path\log\jpomgrsub {1l |
213141516]718}.1log"®

Mgr Path\log\jpoagent{1l]|2]|
31415|6]7]8}.1log"2s

Mgr Path\1log\jpoagtsub{1|
2131415161718]19110111|12|

13114115116} .1og"?’

Mgr Path\log
\jpoeventwatch{1[2|3]4]5]|
61718} .1log"?

1. Troubleshooting Procedure and Required Data

Logged information

Trace log related to the
job execution control
manager process when

a job is executed™

Trace log related to the
job execution control
agent process when a

job is executed™

Execution trace log
related to jpaxxxx
commands and
JpgxxxxAPT
functions™

Trace log related to job
execution control
communication when a
job is executed™

Trace log related to the
event/action control
manager when an event

job is executed™

Trace log related to the
event/action control
agent when an event job

is executed™

Execution trace log
related to the JP1 event
reception monitoring
job, Windows event log

Default disk
space®!

15,360

4,096

4,096

1,024

1,024

26,624

8,192

8,192

16,384

8,192

Maximum
disk
space!

524,288

524,288

524,288

524,288

524,288

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216

(16
gigabytes)

Timing for
switching
files?2

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)
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Log name

Event monitoring
10g#7

Event search log"’

File monitoring
10g#7

Execution interval
control log"’

Mail monitoring
log (common)*7

Mail monitoring
log (when mail
linkage is
performed on the
desktop)*’

Mail monitoring
log (when mail
linkage is
performed in the
service)”’

Log file and folder names

Mgr Path\log
\jpoeventwatch{1[2|3]4]5]|
61718} .1o0g"25

Mgr Path\log
\jpoevsearch{l]|2}.log"?5

Mgr Path\log
\JjpocwtflMain{1]2|314|5]|
6171819110111 |12]

131}. log#25

Mgr Path\log
\JjpocwttmMain{1l|2|3]4|5]
6} .loq#25

Mgr Path\log
\jpocwtmlmain{l|2}.log"?>

Mgr Path\log
\jpomlapisend{1]|2}.log®!

Mgr Path\log
\jpomlapirec{l]|2}.log™!

Mgr Path\log
\jpomlapisend2{1|2}.log"!

Mgr Path\log
\jpomlapirec2{1|2}.log®!

Mgr Path\log\jpomldsk{1|
2} .log#31

Mgr Path\log\jpomlsrv{l|
2} .loq#31

1. Troubleshooting Procedure and Required Data

Logged information

monitoring job, and log
file monitoring job*3

Trace log related to
event searching before
the JP1 event reception
monitoring job is
executed™

Execution trace log
related to the file

monitoring job3

Execution trace log
related to the execution

interval control job*?

Execution trace log
related to the mail
reception monitoring
job and mail sending
job when the mail
linkage function is
used™

Default disk
space®!

8,192

256

26,624

1,536

256

256

256

256

256

256

256

Maximum
disk
space!

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216

(16
gigabytes)

16,777,216
(16
gigabytes)

Timing for
switching
files?2

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(256)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)
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Log name

Email sending job
log (when Outlook
not used)

NNM linkage log

Job execution

internal log#!0

Job execution

internal log#!0

Job execution
internal log*10

Log file and folder names

Mgr Path\ sys\pr £ \profile-name
\telsmail.{log|old}#?

Mgr Path\ sys\pzr £ \profile-name
\smaildbg. {log|old}#25

Mgr Path\ sys\pzrf\profile-name
\protocol. {log|old}#?5

Mgr Path\log\jpoovlink{1l|
2} .log#5

Mgr Path\log\jpgagent
\jpgagt {00/01]02|03]04]
05106107} .1og

Mgr Path\log\jpgagent
\jpamon_{00]01/02]03|04 |
05106107} .1og

Mgr Path\log\jpgagent
\jpgnipagt {00]01]02]03]
04105]06]07}.1og

Mgr Path\log\jpgagent
\jpanjpdata {00]01}.1log

Mgr Path\log\jpgclient
\jpgclient {00]01]02|03]
04105/06107]08109}.10og

Mgr_Path\log\jpgclient
\jpgclientnjp_{00101]02]|
03104105|06]107108|09}.1og

Mgr Path\log\jpgclient
\jpanjpdata {00|01}.log

Mgr_Path\log\schedule
\scheduler-service-name
\jpgmanager\jpgman {00 |
01102103} .1og

1. Troubleshooting Procedure and Required Data

Logged information

Trace log related to
email sending job
execution when
Outlook not used”

Trace log related to
monitoring HP NNM is

used™

3,48

#3488

_#3,#8

#3048

_#3,#8

#3488

#3488

_#3,#8

Default disk
space®!

4,096

4,096

4,096

512

4,096

4,096

4,096

1,024

10,240

10,240

1,024

2,048

Maximum
disk
space!

19,998

19,998

19,998

512

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

Timing for
switching
files?2

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(2,048)

256

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)
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Log name

Job execution
internal log*10

Job execution

internal log#!0

Flow control
subprocess
internal log

Job execution
environment
database
reorganization log

Scheduler
database
reorganization log

Log file and folder names

Mgr Path\log\jpgmanager
\jpgman {00]01[02|03}.1log

Mgr Path\log\schedule
\scheduler-service-name
\Jjpgmanager\jpgmandb {00 |
01102103} .1og

Mgr Path\log\jpgmanager
\Jjpagmandb_ {00[01]02|
03}.1log

Mgr Path\log\schedule
\scheduler-service-name
\jpamanager
\Jjpgmannjp_{00]01102]
03}.1log

Mgr_Path\log\jpgmanager
\jpgmannjp_{00[01]02|
03}.1log

Mgr Path\log\schedule
\scheduler-service-name
\jpgmanager
\jpanjpdata {00|01}.log

Mgr Path\log\jpgmanager
\jpanjpdata {00|01}.log

Mgr Path\log\schedule
\scheduler-service-name
\Jjpagnotify\jpgnotify {00]
01}.log

Mgr Path\log\schedule
\scheduler-service-name
\jpgnotify
\jpgnotifynjp {00|01}.log

Mgr Path\log\schedule
\scheduler-service-name
\jpgnotify
\jpgnjpdata {00|01}.log

Mgr Path\log\schedule
\scheduler-service-name
\ajsflbd{1|2}.log

Mgr_Path\database\queue
\CONDENSE{1|2}.1log

Mgr Path\database\schedule
\scheduler-service-name
\CONDENSE {12} .log

1. Troubleshooting Procedure and Required Data

Logged information Default disk
space®!
__#3,#8 2,048
_#3,#8 2,048
_#3,#8 2,048
_#3,#8 1,024
__#3,#8 1,024
3,48 1,024
__#3,#8 1,024
Trace log related to a 20,480
unit with wait
conditions™
- 1,024
- 1,024

Maximum
disk
space!

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

4,000,000

1,024

1,024

Timing for
switching
files?2

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Size of the flow
control
subprocess
internal log
(10,240)

512

512
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Log name

Event/action
common log™: #7

Event/action

common error
#5

log
jajs_migrate
command trace
log

jajs_setup
command trace

log#s

jajs_config
command trace
log

jajs_setup c
luster

command trace

log#S

jajs_pmtcon
command trace
log

Queueless log*10

Queueless trace
log"s #17

Queueless job
execution internal

1Og#26

The status file
used to store
information about
running queueless

jobs#32

Log file and folder names

Mgr Path\log
\jpocommonerr{l|2}.log

Mgr Path\log
\jpoproccomerr{1l|2}.log

Mgr Path\log
\jajs_migrate logical-host-
name {1|2]|3141516|7|8]9]
10\11|12\13|14\15|16\17|
1811920} .1og"0

Mgr Path\log

\jajs _setup {01]02|03|04]|
05106107108]09110111112]
13114115116117118|19]

20} .1log"28

Mgr Path\log
\jajs_config {1]2}.log

Mgr Path\log

\jajs_setup cluster {01]
02103104105106107108109]
1011111211314 (115116117]
18119120} .1log"?8

Mgr Path\log
\jajs_pmtcon {1]|2}.log

Mgr Path\log\ajsqgl-log{1l]|
2}.1log

Mgr Path\log\tracelog.ql

Mgr Path\log
\ajsglexeclog™?’

Mgr Path\log
\ajsglexeclog ftpd

Mgr Path\log\ajsglstat.dat

1. Troubleshooting Procedure and Required Data

Logged information

#

o

Trace log related to the
command that changes
the system environment
from JP1/AJS2 to JP1/

AJS3™3

Trace log related to the
command that specifies

environment settings™>

Trace log related to the
command that specifies
an environment setting

parameter#3

Trace log related to the
command that
configures a cluster

environment™

Log output when
restricting of
connection sources is

set™

Information related to
the jobs executed by the
queueless agent service

Execution trace log
related to queueless
jobs and commands
related to execution
control of queueless

jObS#3’ #8

Execution trace log
related to queueless

jobs#3. #8

Information about
running queueless
jObS#3’ #8

Default disk
space®!

16,384

256

10

200

200

16,384

15,360

24,576

10,240

2,048

Maximum
disk
space!

4,194,304
(4 gigabytes)

256

200

200

256

200

256

4,000,000

2,097,151

2,097,151

2,097,151

2,000,000

Timing for
switching
files?2

Log size
specified during
log setup

(8,192)
128

When the

jajs migrat
e command is
executed

When the
jajs_setup
command is
executed

128

When the
jajs_setup
cluster
command is
executed

128

Queueless log
file size specified
in environment
settings (8,192)

Wraparound

Wraparound

Wraparound

Wraparound

Job Management Partner 1/Automatic Job Management System 3 Troubleshooting

36



Log name

JP1/AJS3 Console
Manager trace
log#s #11

JP1/AJS3 Console

Agent trace log">:
#12

Maintenance log"

Automatic
reorganization

log#s

Definition check
log"s #22

Definition check

trace log"> #15

Execution log for
embedded
database operation

commands™

Log file and folder names

CM Path\log\tracelog.cm

Mgr_Path\log\tracelog.ca

Mgr Path\log
\jajs _maintain manager{1l]|
21314} .1log"3

Mgr Path\log
\jajs_maintain_[scheduler-

service-name) {11234} .1log"3

Mgr Path\log
\jpgautocond{1|2]|3]|
41} .loq#14

Mgr Path\log
\ajsautocond{1]2]3]

41} .log#14

Mgr Path\log\ajscheck{1|
2}.1log

Mgr Path\log\tracelog.ch

Mgr Path\log
\ajsembdbbackup.log

Mgr Path\log
\ajsembdbrstr.log

Mgr Path\1og\embdb
\ajsembdboplog [embedded-
database-setup-ID1 {12 3|
4}.1log

Mgr Path\1log\embdb
\ajsembdbrorg [host-name]
[scheduler-service-name] {123 |
4}.1og

Mgr Path\1og\embdb
\ajsembdbreclaim[host-name]
[scheduler-service-name] {112 | 3|
4} .1log

Mgr Path\1log\embdb
\ajsembdbaddarea [embedded-
database-setup-ID1 {12 3|
4}.1og

1. Troubleshooting Procedure and Required Data

Logged information

_#3,#8

#3488

Information related to
database reorganization

that is executed during

maintenance”

Information related to
database reorganization
that is executed during
automatic

reorganization>

Information related to
definition pre-checks

Trace log related to

definition pre-checks™3:
#8

Information related to
execution of commands
manipulate the

embedded database™

Default disk

space®!

3,072

3,072

1,484

1,484

764

764

8,192

3,072

4,096

4,096

4,096

4,096

4,096

4,096

Maximum
disk
space!

2,097,151

2,097,151

1,484

1,484

764

764

4,000,000

2,097,151

4,096

4,096

4,096

4,096

Timing for
switching
files?2

Wraparound

Wraparound

When
maintenance is
performed

When
maintenance is
performed

When automatic
reorganization is
performed
When automatic
reorganization is
performed
Definition check
log file size
specified in the

environment
settings

Wraparound

_#29

_#29

1,024

1,024

1,024

1,024
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Log name

Execution log for
embedded
database operation

commands™

Log file and folder names

Mgr Path\1og\embdb
\ajsembdbaddlog [embedded-
database-setup-ID]1 {112 3|
4}.1log

Mgr Path\1log\embdb
\ajsembdbstop [embedded-
database-setup-ID]1 {12 3|
4} .1log

Mgr_Path\1log\embdb
\ajsembdbstop_ nv [embedded-
database-setup-ID]1 {12 3|

4} .1og

Mgr Path\1og\embdb
\ajsembdbstart [embedded-
database-setup-ID]1 {12 3|
4}.1log

Mgr Path\1og\embdb
\ajsembdbstart nv [embedded-
database-setup-ID]1 {12 3|

4} .1og

Mgr Path\1og\embdb
\ajsembdbcancel [embedded-
database-setup-ID]1 {12 3|
4}.1log

Mgr Path\1log\embdb
\ajsembdbunset [embedded-
database-setup-ID]1 {12 3|
4}.1log

Mgr Path\1og\embdb
\ajsembdbbuild [embedded-
database-setup-ID]1 {12 3|
4}.1log

Mgr Path\1log\embdb
\ajsembdbsetup [embedded-
database-setup-ID]1 {12 3|
4}.1log

Mgr Path\1og\embdb
\ajsembdbstatus [embedded-
database-setup-ID1 {12 3|

4} .1log

Mgr Path\1log\embdb
\ajsembdbinstl{1|2]3]|
4}.1log

Mgr Path\1log\embdb
\ajsembdbuninstl{1]2]3]
4}.1log

Mgr_Path\1log\embdb
\ajsembdbmaintain{1]2]3]
4}.1og

1. Troubleshooting Procedure and Required Data

Logged information

Information related to
execution of commands
manipulate the

embedded database™

Default disk
space®!

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

Maximum
disk
space!

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

Timing for
switching
files?2

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024
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Log name

Agent

management trace

lo g#S

Agent
management log

Communication
control trace log

Communication
control log

Export command

trace log

Import command

trace log™

Migration
command
execution log

ajsdbmgrd
internal log

#1

Log file and folder names

Mgr_Path\log\ajsagttrace

Mgr Path\log\ajsagtmd{1 |
2}.1log

Mgr Path\log\tracelog-nw

Mgr Path\log\ajsnetwd{1l]|2]|
31415}.1log

Mgr Path\log
\jajs_rpenvexport [logical-
host-name] {1|2|314}.1log

Mgr Path\log
\ajsdbenvexport [logical-
host-name] {1121314}.1log

Mgr Path\log
\jajs_ rpenvimport [logical-
host-name] {1|2|314}.1log

Mgr Path\log
\ajsdbenvimport [logical-
host-name] {1121314}.1log

Mgr Path\log

\JP1AJS3 DBCnvExport {1|
213141516171819110]11|12]
13]114115]16(17]18]19]

20} . log#30

Mgr_Path\log

\JP1AJS3 DBCnvImport {1|
213141516]171819110111112]
1311411511611 7118|19]

20} .log#30

Mgr Path\1og
\ajsdbmgrd [embedded-
database-setup-ID]1 {12} .1log

Logged information

_#3,#8

Agent information for
agent management

control™

#3488
#3

R

"M

R

R

Log information related
to execution of a

migration command®3

Internal log for the

database operation

control process’

Default disk
space®!
20,480

8,192

40,960
51,200

256

256

256

256

10

10

8,192

Maximum
disk
space!

20,480

8,192

40,960
51,200

256

256

256

256

200

200

8,192

Timing for
switching
files?2

Wraparound

4,096

Wraparound

10,240

32

32

32

32

When the
ajscnvdbexp
ort command is
executed

‘When the
ajscnvdbimp
ort command is
executed

4,096

The unitis kilobytes unless otherwise specified. The value in parentheses is the kilobyte value expressed in gigabytes.

#2

The unit is kilobytes. The value in parentheses in this column indicates the default timing for switching log files.

#3

The format of the logged information is not publicly available outside the company.

#4

You can change the disk space size. To do so, use the jajs config command to specify the desired value in the
LOGSIZE environment setting parameter.
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For details about how to estimate the required disk space, see 3.4.1 Estimating the size of scheduler log files in the
Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

#5

Information is also output to the default folder in a cluster system.
#6

You can change the disk space size by using the ajstrsetsz command.
#7

You can change the disk space size. To do so, see 3.4.3 Estimating the size of the log information output by event
Jjobs in the Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

#8
The information is in binary format and cannot be read.
#9

In a cluster system, the file names are different:

jpgExecLog man{1[2]3[4[5/6171819110(11112113[114]15}.1og

#10

You can change the disk space size. To do so, see 7.1.4 Estimating the size of the logs output by the execution
environment for QUEUE jobs and submit jobs in the Job Management Partner 1/Automatic Job Management System
3 System Design (Configuration) Guide.

#11

You can change the disk space size by using the a j scmt rset sz command. If you do notuse the JP1/AJS3 Console
Manager function, no trace log file is created.

#12

You can change the disk space size by using the aj scatrsetsz command. If you do not use the JP1/AJS3 Console
Agent function, no trace log file is created.

#13

In a cluster system, the file names are different:
l.jajs maintain manager [logical-host-name] {1]2]3|4}.1log
2.jajs maintain [scheduler-service-name] [logical-host-name] {1|2]314}.1log
#14
In a cluster system, the file names are different:
1. jpgautocond [logical-host-name] {1234} .1log
2. schedule\ajsautocond [logical-host-name] {1]12|3]4}.1log

#15
You can change the disk space size by using the ajschktrsetsz command. If you do not use the JP1/AJS3
Check Manager function or the JP1/AJS3 Check Agent function, no trace log file is created.

#16

You can change the disk space size. To do so, use the Jbssetcnf command to specify the desired value in the
AJSQL LOGSIZE environment setting parameter.

For details about how to estimate the required disk space, see 7.2.1(1) Estimating the size of the queueless log file
in the Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.
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#17
You can change the disk space size by using the ajsgltrsetsz command.

#18

In a cluster system, the file names are different:

jpgExecLog agt{1[2]3[4]5|617|8}.1log

#19
In a cluster system, the file names are different:

jpgExecLog agtmon{1l]2|3[4[5]6]|7|8}.1log

#20
In a cluster system, the file names are different:

jpgExecLog cli{l|2}.1log

#21
In a cluster system, the file names are different:

jpgExecLog nfy{l|2}.log

#22
You can change the disk space size. To do so, see 2.5 Setting for the JP1/AJS3 definition pre-check function in the
Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.

#23
You can change the disk space size. To do so, see 2.2 Setting up the scheduler service environment in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.

#24
You can change the log output folders. To do so, change the value specified in the AJSLOGDIR environment setting
parameter for the [ { JP1 DEFAULT | logical-host-name} \ JP1AJSMANAGER \scheduler-service-name]
definition key.

#25
You can change the Mgr Path part differs depending on the value specified in the WaitInfFileOutDir
environment setting parameter for the [ {JP1 DEFAULT | logical-host-name} \ JP1AOMMANAGER] and

[ {JP1 DEFAULT | logical-host-name} \ JP1AOMAGENT] definition keys.
#26

You can change the disk space size by using the ajsglexecsetsz command. For details about this command,
see ajsqlexecsetsz in 3. Commands Used for Special Operation in the manual Job Management Partner 1/Automatic
Job Management System 3 Command Reference 2.

For details about how to estimate the required disk space, see 7.2.1(3) Estimating the size of the internal execution
logs for queueless jobs in the Job Management Partner 1/Automatic Job Management System 3 System Design
(Configuration) Guide.

#27

The file name is different in a cluster system:

Mgr Path\log\ajsglexeclog-[logical-host-name]

If the full path name is 256 bytes or more, [logical-host-name] becomes the first 30 bytes of the logical host name.
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#28

The latest execution result is output to the log file numbered 01. When the command is executed, log files are

renamed by incrementing their numbers by 1, and a new log file with 01 is created. If the command is executed

when a log file with the largest allowed number already exists, the log information in that log file is discarded.

#29

The size of the file increases without limit. Save or delete information in the file as necessary.

#30

The latest execution result is output to the log file with the largest number. If the command is executed when a log
file with the largest allowed number already exists, the information in the log file numbered 01 is discarded.

#31

Information is also output to a folder on the physical host in a cluster system. Therefore, you can change the value
of Mgr Path even in a cluster system by specifying the value in the WaitInfFileOutDir environment setting
parameter for the [JP1 DEFAULT\JP1AOMAGENT] definition key.

#32

You can change the disk space size. To do so, see 2.7 Setting up the queueless job execution environment in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.

Table 1-5: Log files and folders in JP1/AJS3 - Agent (for Windows)

Log name

System
management log

Log file and folder names

Agt_Path\10g\JAJS SPMD{1]2 |
3}.1log

Agt Path\log
\JAJS SPMD COMMAND{1]2|
3}.1log

Agt Path\log
\JAJS SERVICE{1l|2|3}.log

Agt Path\1log\hliclibtrc{1|
2131415}.1og

Agt Path\log\hlicliberr{1|
2131415}.1og

Agt Path\log
\hliclibmgrtrc{1]2|3]4]|
5}.1og

Agt _Path\log
\hliclibmgrerr{1|2]|3|4|
5}.1og

Agt Path\log
\hliclibtrc.conf

Agt_Path\log
\hlicliberr.conf

Agt Path\log
\hliclibmgrtrc.conf

Agt Path\log
\hliclibmgrerr.conf

1. Troubleshooting Procedure and Required Data

Logged
information

Trace log related to
starting, stopping,
and checking the
status of the JP1/

AJS3 service™

License
management log
file”3

Management file
for the license
management log

file’3

Default disk

space®!
384

384

384

5,120

5,120

5,120

5,120

256 bytes

256 bytes

256 bytes

256 bytes

Maximum
disk
space®!
384

384

384

5,120

5,120

5,120

5,120

256 bytes

256 bytes

256 bytes

256 bytes

Timing for
switching
files?2

128

128

128

1,024

1,024

1,024

1,024

Wraparound

Wraparound

Wraparound

Wraparound
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Log name

Job execution
agent log"10

Job execution

client log10

Event/action
control agent log*

Event monitoring
lo g#4

Event search log™*

File monitoring
lo g#4

Execution interval
control log™*

Mail monitoring
log (common)**

Log file and folder names

Agt Path\log\jpgagtexec{l|
213141516]718}.1log"!!

Agt_Path\log
\Jjpgagtexecmon{1|2|3]4]5]|
61718} .1log"2

Agt Path\log\jpgcliexec{1|
2} .log#13

Agt Path\log\jpoagent{1l|2|
31415|6]718}.1log"5

Agt Path\1log\jpoagtsub{1l]2|
314(5/6/71819/10]11(12]
13114]115]16}.1log"3

Agt Path\log
\jpoeventwatch{1|2[3[4|5]|

61718} .1log"3

Agt Path\log\jpoevsearch{l|
2} .log#15

Agt _Path\log
\JjpocwtflMain{1]2]314|5]|
6171819110111 112|

13}.log"ls

Agt Path\log
\JjpocwttmMain{1]2|314|5]|
6}.1og"1’

Agt Path\log
\jpocwtmlmain{1l|2}.log">

Agt Path\log
\jpomlapisend{1|2}.log"!?
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Logged
information

Trace log related to
the job execution
control agent
process when a job

is executed™

Execution trace log
related to jpaxxxx
commands and
JpaxxxxAPT
functions™

Trace log related to
the event/action
control agent when
an event job is
executed™

Execution trace log
related to the JP1
event reception
monitoring job,
Windows event log
monitoring job, and
log file monitoring

job#3

Trace log related to
event searching
before the JP1
event reception
monitoring job is
executed”

Execution trace log
related to the file

monitoring job™

Execution trace log
related to the
execution interval

control job3

Execution trace log
related to the mail
reception
monitoring job and
mail sending job
when the mail
linkage function is

used™

Default disk
space®!

4,096

4,096

1,024

8,192

16,384

8,192

256

26,624

1,536

256

256

Maximum
disk
space®!

524,288

524,288

524,288

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

Timing for
switching
files?2

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(256)

Log size
specified during
log setup

(128)

Log size
specified during
log setup
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Log name

Mail monitoring
log (common)**

Mail monitoring
log (when mail
linkage is
performed on the
desktop)™

Mail monitoring
log (when mail
linkage is
performed in the
service)™

Email sending job
log (when Outlook
not used)

NNM linkage log

Job execution
internal log"’

Log file and folder names

Agt Path\log
\jpomlapisend{1]|2}. log#19

Agt Path\log\jpomlapirec{1l]|
21}, 109#19

Agt_Path\log
\jpomlapisend2{1]2}.log"!?

Agt Path\log
\jpomlapirec2{1|2}.log"!?

Agt Path\1log\jpomldsk{1l]
2}.log"?

Agt Path\log\jpomlsrv{l]
21}, loq#19

Agt Path\sys\prf\profile-name
\telsmail.{log|old}#!3

Agt Path\sys\prf\profile-name
\smaildbg.{log|old}#1>

Agt Path\ sys\prf\profile-name

\protocol.{log]| old}#15

Agt Path\log\jpoovlink{1|
2} .log#6

Agt Path\log\jpgagent
\jpgagt {00]01/02]03/04 |
05106]07}.1log

Agt Path\log\jpgagent
\jpamon_{00/01]02|03(04|
05106107} .1og

1. Troubleshooting Procedure and Required Data

Logged
information

Execution trace log
related to the mail

reception

monitoring job and

mail sending job
when the mail

linkage function is

used”

Trace log related to

email sending job
execution when

Outlook not used”

Trace log related to

monitoring when

HP NNM is used”?

#3045

_#3,45

Default disk
space®!

256

256

256

256

256

256

4,096

4,096

4,096

512

4,096

4,096

Maximum
disk
space®!

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

19,998

19,998

19,998

512

1,048,576

1,048,576

Timing for
switching
files?2

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(2,048)

256

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)
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Log name

Job execution
internal log"’

Job execution
internal log*’

Event/action
common log™* #6

jajs_config
command trace
log

jajs_setup c
luster

command trace

10g#6

jajs_pmtcon
command trace
log

Queueless log™

Queueless trace
log6: #10

Log file and folder names

Agt Path\log\jpgagent
\jpgnipagt {00[01]02]03]
0410510607} .1og

Agt Path\log\jpgagent
\jpanjpdata {00]01}.1log

Agt_Path\log\jpgclient
\jpgclient {00[01]02]03]
04105/06]107]108109}.10og

Agt Path\log\jpgclient
\jpgclientnjp_{00]01]02]
03104105106]107108|09}.1og

Agt Path\log\jpgclient
\Jjpanjpdata {00]|01}.log

Agt Path\log
\jpocommonerr{l|2}.log

Agt Path\log
\jajs_config {1]2}.log

Agt_Path\log

\jajs_setup cluster {01]
02]103/104105/06107108109]
1011111211314 (115116117]
18119120} .1log"8

Agt Path\log
\jajs_pmtcon {1]2}.log

Agt Path\log\ajsqgl-log{1l]|
2}.1log

Agt Path\log\tracelog.qgl

1. Troubleshooting Procedure and Required Data

Logged
information

_#3,45

#3045

_#3,45

_#3,45

_#3,45

#3

Trace log related to
the command that
specifies an
environment

setting parameter™

Trace log related to
the command that
configures a cluster

environment’3

Log data output
when restricting of
connection sources
is set”

Information related
to jobs executed by
the queueless agent
service

Execution trace log
related to queueless
jobs and commands
related to execution
control of

queueless jobs™3:#5

Default disk
space®!

4,096

1,024

10,240

10,240

1,024

16,384

200

16,384

15,360

Maximum
disk
space®!

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

4,194,304

(4 gigabytes)

256

200

256

4,000,000

2,097,151

Timing for
switching
files?2

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(8,192)

128

When the

jajs _setup
cluster
command is
executed

128

Queueless log
file size specified
in the
environment
settings (8,192)

Wraparound
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Log name Log file and folder names Logged Default disk Maximum Timing for

information space®! disk switching
space®! files#2
Queueless job Agt Path\log\ajsglexeclog®!? | Execution tracelog | 24,576 2,097,151 Wraparound
execution internal related to queueless
10g#16 jobs#3= #5
The status file Agt Path\log\ajsglstat.dat Information about 2,048 2,000,000 Wraparound
used to store running queueless
information about jobs 3. #5
running queueless
j obs#20
Definition check Agt Path\log\ajscheck{1l] Information related | 8,192 4,000,000 Definition check
log"0: #14 2}.1log to definition pre- log file size
checks specified in the
environment
settings
Definition check Agt Path\log\tracelog.ch Trace log related to | 3,072 2,097,151 Wraparound
trace log%- #8 definition pre-
checks™3: #3

#1

#2

#3

#4

#5

#6

#7

#8

#9

The unit is kilobytes unless otherwise specified. The value in parentheses is the kilobytes value expressed in
gigabytes.

The unit is kilobytes. The value in parentheses in this column indicates the default timing for switching log files.

The format of the logged information is not publicly available outside the company.

You can change the disk space size. To do so, see 3.4.3 Estimating the size of the log information output by event
jobs in the Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

The information is in binary format and cannot be read.

Information is also output to the default folder in a cluster system.

You can change the disk space size. To do so, see 7.1.4 Estimating the size of the logs output by the execution
environment for QUEUE jobs and submit jobs in the Job Management Partner 1/Automatic Job Management System
3 System Design (Configuration) Guide.

You can change the disk space size by using the ajschktrsetsz command. If you do not use the JP1/AJS3
Check Agent function, no trace log file is created.

You can change the disk space size. To do so, change the value specified in the AJSQL LOGSIZE environment
setting parameter.

For details about how to estimate the required disk space, see 7.2.1(1) Estimating the size of the queueless log file
in the Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.
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#10
You can change the disk space size by using the ajsgltrsetsz command.

#11

The file names are different in a cluster system:

jpgExecLog agt{1[2]3[4]5|617|8}.1log

#12
The file names are different in a cluster system:

jpgExecLog agtmon{1l]2|3[4[5]6]|7|8}.1log

#13
The file names are different in a cluster system:

jpgExecLog cli{l|2}.1log

#14
You can change the disk space size. To do so, see 2.5 Setting for the JP1/AJS3 definition pre-check function in the
Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.
#15
You can change the Agt Path part differs depending on the value specified in the WaitInfFileOutDir
environment setting parameter for the [ { JP1 DEFAULT | logical-host-name} \ JP1AOMAGENT] definition key.
#16

You can change the disk space size by using the ajsglexecsetsz command. For details about this command,
see ajsqlexecsetsz in 3. Commands Used for Special Operation in the manual Job Management Partner 1/Automatic
Job Management System 3 Command Reference 2.

For details about how to estimate the required disk space, see 7.2.1(3) Estimating the size of the internal execution
logs for queueless jobs in the Job Management Partner 1/Automatic Job Management System 3 System Design
(Configuration) Guide.

#17
The file name is different in a cluster system:

Agt Path\log\ajsqglexeclog-[logical-host-name]

If the full path name is 256 bytes or more, [logical-host-name] becomes the first 30 bytes of the logical host name.

#18
The latest execution result is output to the log file numbered 01. When the command is executed, log files are
renamed by incrementing their numbers by 1, and a new log file with 01 is created. If the command is executed
when a log file with the largest allowed number already exists, the log information in that log file is discarded.
#19

Information is also output to a folder on the physical host in a cluster system. Therefore, you can change the value
of Agt Path even in a cluster system by specifying the value in the WaitInfFileOutDir environment setting
parameter for the [JP1 DEFAULT\JP1AOMAGENT] definition key.

#20

You can change the disk space size. To do so, see 2.7 Setting up the queueless job execution environment in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.
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Table 1-6: Log files and folders in JP1/AJS3 - View (for Windows)

Log name

JP1/AJS3 - View
log

JP1/AJS3 - View

information log"3:
#4

JP1/AJS3 Console
View log

JP1/AJS3 Console
View information
log"3. #4

NNM linkage log

License
management log

Custom job
registration
program log

#1

The unit is kilobytes unless otherwise specified.

Log file and folder names

View Path\log\ajs.log

View Path\log
\ajs2view [#nnnn_]
219, log

#3,#4{]_'

View Path\log\ajscon.log

View_Path\log
\ajs2coview [#nnnn_]
2 }#5 .log

#3841 |

View_Path\1og\jpoovlink{1|
2} .log (for Windows Server 2003 or
Windows XP Professional)

View Path\log\hliclibtrc{1|
2131415}.1og

View Path\log\hlicliberr{1|
2131415}.1og

View Path\1log
\hliclibmgrtrc{1|2|3]4]|
5}.1og

View Path\log
\hliclibmgrerr{1|2]3|4]
5}.1og

View_Path\log
\hliclibtrc.conf

View_Path\log
\hlicliberr.conf

View Path\log
\hliclibmgrtrc.conf

View Path\log
\hliclibmgrerr.conf

View Path\1log
\ajscjobregm.log

View Path\log
\cjobregm[#nnnn_] #3{1 |
23# 1og
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Logged
information

_#

_#2

#2

_#2

Trace log related to
monitoring when
HP NNM is used?

License
management log

file2

Management file
for the license
management log

file?

_#2

Log data output
when a custom job

is registered™

Default disk
space*!

2,048

2,048

512

5,120

5,120

5,120

5,120

256 bytes

256 bytes

256 bytes

256 bytes

2,048

Maximum
disk
space*!

1,024

1,048,576

1,024

1,048,576

512

5,120

5,120

5,120

5,120

256 bytes

256 bytes

256 bytes

256 bytes

1,024

2,048

Timing for
switching files

When JP1/AJS3
- View
terminates

Maximum log
file size specified
in the
Preferences
dialog box

When JP1/AJS3
Console View
terminates

Maximum log
file size specified
in the
Preferences
dialog box

256

1,024

1,024

1,024

1,024

Wraparound

Wraparound

Wraparound

Wraparound

When Register
Custom Job
dialog box closes

1,024
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#2
The format of the logged information is not publicly available outside the company.

#3

When multiple units are started, a value in the range from 0001 to 9999 is assigned to nnnn of #nnnn_. When only
one unit is started, #nnnn_ is omitted.

The Default disk space and Maximum disk space columns indicate the disk space that is allocated to a log file if
only one unit is started.

#4

You can change the disk space size. To do so, open the Preferences dialog box of JP1/AJS3 - View, and on the
Other page, change the value in the Max. log file size text box.

For JP1/AJS3 Console View, use the same procedure in the Preferences dialog box of JP1/AJS3 Console View.
#5

The value in {1 ]2} indicates the log file number, which is fixed at 2.

If the size of the file specified with 1 reaches the upper limit, data continues to be output to the file specified by 2.
If the size of the file specified by 2 also reaches the upper limit, the information in the file specified by 1 is deleted
and data continues to be output to the file specified by 1.

(2) Log files and directories in UNIX

Table 1-8 and Table 1-9 describe the log file names and the directory names of the scheduler logs and the trace logs for
each function in JP1/AJS3 for UNIX.

The Log name column lists the names of the logs created by JP1/AJS3.
The Log file and directory names column lists the names of the JP1/AJS3 log files in full-path-name form.

In a cluster system, consider the path names indicate the directories in the Log output directory in a cluster system
column in the following table unless otherwise specified.

Table 1-7: Log output directories in a cluster system

Value in Table 1-8 and Table 1-9 Log output directory in a cluster system

/var/opt/jplajs2/ shared-disk-name/jplajs2

The Default disk space column indicates the disk space allocated to a log file when the default environment setting is
used for operation, and is the total disk space size when there are multiple log files. If the user has not changed the size
of a log file, the disk space indicated in the table is the disk space allocated to that log file.

The Maximum disk space column indicates the maximum disk space that a log file uses. This value includes changes
to definitions, and is the total disk size when there are multiple log files. The values in this column are the maximum
values for log files whose size varies according to the definitions.

The Timing for switching files change column indicates either a limit or the point at which JP1/AJS3 switches the log
file (output file for the log) to another file. A value in this column indicates that there are multiple log files and that the
file with the oldest update date is overwritten when the maximum disk space is reached. A value in parentheses indicates
the default timing for switching log files.

1. Troubleshooting Procedure and Required Data

Job Management Partner 1/Automatic Job Management System 3 Troubleshooting 49



Table 1-8: Log files and directories of JP1/AJS3 - Manager (for UNIX)

Log name

System
management log

Scheduler log

ajsinetd internal

log#s: #19

Trace log">: #6

Job execution
manager log/!!

Log file and directory names

/var/opt/jplajs2/log/
JAJS SPMD{1|2|3}.1log

/var/opt/jplajs2/log/
JAJS SPMD COMMAND{1|2|
3}.1log

/var/opt/jplajs2/log/
JAJS_DBMD [embedded-database-
setup-ID1{112]3}.1log

/var/opt/jplajs2/log/
JAJS HSTD{1|2|3}.1log

/var/opt/jplajs2/log/
JAJS AGTD{1|2|3}.1log

/var/opt/jplajs2/log/
JAJS SCHD_[scheduler-service-
name] {1|2|3}.1log

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/ajs-log{1l]2}.log

/var/opt/jplajs2/log/ajs-
host-log{l|2}.log

/var/opt/jplajs2/log/
ajsinetd{1l|2}.1log

/var/opt/jplajs2/log/
tracelog

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/ jpgqmanexec{1|2]3 4|
5161718191011 112|13]14]
15}.1og

/var/opt/jplajs2/log/
jpamanexec{1|2|3]4]5/6]7]|
819110111112 113|14|
15}.1og

1. Troubleshooting Procedure and Required Data

Logged
information

Trace log related to
starting, stopping,
and checking the
status of the JP1/

AJS3 service™

Operating
information related
to jobnets, jobs, and
scheduler services
(when scheduler
log is logged
separately for each
scheduler service)

Operating
information related
to jobnets, jobs, and
scheduler services
(when scheduler
log is logged for the
entire host)

Internal
information related

to the network
#3

control process
Trace log and
information about
operations related
to scheduler
services and
jobnets?3: #8

Trace log related to
the job execution
control manager
process when a job

is executed™

Default disk
space®!

384

384

384

384
384

384

20,480

20,480

256

20,480

15,360

Maximum
disk
space®!

384

384

384

384
384

384

4,000,000

4,000,000

4,000,000

2,097,151

524,288

Timing for
switching
files?2

128

128

128

128

128

128

Size of the
scheduler log
specified in
environment
settings

(10,240)

Size of the
scheduler log for
the host specified
in the
environment
settings

(10,240)

Size of the
ajsinetd internal
log

(128)

Wraparound

Log size
specified during
log setup

(1,024)
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Log name

Job execution
agent log'!!

Job execution
client log™!!

Job execution
status report
log#11

Event/action
control manager
log#7

Event/action
control agent log"’

Log file and directory names

/var/opt/jplajs2/log/
jpgagtexec{112(31415]|6]7|
8}.log

/var/opt/jplajs2/log/
Jjpgagtexeccld{1]2]3]4|5]|
61718} .1log

/var/opt/jplajs2/log/
Jjpgagtexecdmn{l1[2[3]4|5]|
61718}.1log

/var/opt/jplajs2/log/
Jjpgagtexecmon{l|2[3[4]|5]|
61718}.1log

/var/opt/jplajs2/log/
Jjpgcliexec{l]|2}.1log

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/jpgnfyexec{1|2}.log

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/jpomanager{1|2|3|4]|
5161718911011 |12|
13}.1log

/var/opt/jplajs2/log/
jpomanager{1|2|3]4]|5]
6}.log

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/jpomgrsub{1|2|3]41]5]|
61718}.1log

/var/opt/jplajs2/log/
jpomgrsub{1]2|314[5]6|7]
8}.1log

/var/opt/jplajs2/log/
jpoagent{1[2|3415]6]|7|
8}.log

/var/opt/jplajs2/log/
jpoagtsub{1]2|314|5]6|7]
8191101111213 114|15]
16}.1log

1. Troubleshooting Procedure and Required Data

Logged Default disk
information space®!
Trace log related to | 4,096
the job execution
control agent
process when a job
is executed®
4,096
4,096
4,096

Execution trace log | 1,024
related to jpaxxxx
commands and
JpaxxxxAPI

functions™

Trace log related to | 1,024
job execution

control

communication

when a job is

executed®

Trace log related to | 26,624
the event/action

control manager

when an event job

is executed™

8,192

Trace log related to
the event/action
control agent when
an event job is

8,192

executed”
16,384

Maximum
disk
space®!

524,288

524,288

524,288

524,288

524,288

524,288

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

Timing for
switching
files?2

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)
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Log name

Event monitoring
lo g#7

Event search log"”

File monitoring
lo g#7

Execution interval
control log"’

Mail monitoring
lo g#7

Mail delivery
lo g#7

NNM linkage log

Job execution

internal log”!!

Log file and directory names

/var/opt/jplajs2/log/
jpoeventwatch{1[2[3]14]|5]|
61718}.1log

/var/opt/jplajs2/log/
jpoevsearch{l]2}.log

/var/opt/jplajs2/log/
JpocwtflMain{1]2]314|5]|6]
71819110111112113}.10og

/var/opt/jplajs2/log/
JpocwttmMain{1[2[314]|5]|
6}.log

/var/opt/jplajs2/log/
jpocwtmlmain{l|2}.log

/var/opt/jplajs2/log/
jpomailrecv{l]|2}.log

/var/opt/jplajs2/log/
jpoovlink{1|2}.log"

/var/opt/jplajs2/log/
jpgagent/jpgagt {00]01]
02]103104105]106(07}.1og

/var/opt/jplajs2/log/
jpgagent/jpgmon {0001
02103104105]06107}.1og

/var/opt/jplajs2/log/
jpgagent/jpanjpagt_{00]
01102103104105106107}.1og

1. Troubleshooting Procedure and Required Data

Logged
information

Execution trace log
related to the JP1
event reception
monitoring job and
log file monitoring
job#3

Trace log related to
event searching
before the JP1
event reception
monitoring job is
executed™

Execution trace log
related to the file

monitoring job">

Execution trace log
related to the
execution interval

control job™3

Execution trace log
related to the mail
reception
monitoring job
when the mail
linkage function is
used™

Execution trace log
related to the mail
reception
monitoring job
when the mail
delivery function of
mail linkage is
used™

Trace log related to
monitoring when

HP NNM is used”3

#3048

3,48

3,48

Default disk
space®!

8,192

256

26,624

1,536

256

256

512

4,096

4,096

4,096

Maximum
disk
space®!

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

512

1,048,576

1,048,576

1,048,576

Timing for
switching
files?2

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(2,048)

Log size
specified during
log setup

(256)

Log size
specified during
log setup

(128)

Log size
specified during
log setup

(128)

256

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)
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Log name

Job execution
internal log*!!

Job execution

internal log®!!

Job execution
internal log!!

Job execution
internal log*!!

Log file and directory names

/var/opt/jplajs2/log/
jpgagent/jpgnjpdata {00]
01l}.log

/var/opt/jplajs2/log/
jpgclient/jpgclient {00]
01102103104]05|106107108]
09}.1log

/var/opt/jplajs2/log/
jpgclient/
jpgclientnjp {00]01(02]

03104105(06]07108109}.1og

/var/opt/jplajs2/log/
jpgclient/jpgnjpdata {00
0l}.log

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/jpamanager/

jpgman {00]01]02|03}.1log

/var/opt/jplajs2/log/
jpgmanager/jpgman {0001
02103} .1log

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/jpgmanager/
jpgmandb {00[01]02|
03}.1log

/var/opt/jplajs2/log/
jpgmanager/jpgmandb {00 |
01102103} .10g

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/jpgmanager/
jpgmannjp {00]0102]
03}.1log

/var/opt/jplajs2/log/
jpamanager/jpamannip {00 |
01102103} .1og

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/jpagmanager/
jpanjpdata {00]01}.1log

/var/opt/jplajs2/log/
jpgmanager/
jpanjpdata {00]01}.1log

/var/opt/jplajs2/log/
schedule/scheduler-service-

1. Troubleshooting Procedure and Required Data

Logged
information

3,48

#3048

3,48

3,48

3.4

3,48

3,48

#3048

348

Default disk
space®!

1,024

10,240

10,240

1,024

2,048

2,048

2,048

1,024

1,024

Maximum
disk
space®!

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

1,048,576

Timing for
switching
files?2

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup
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Log name

Job execution
internal log*!!

Flow control
subprocess
internal log

Job execution
environment
database
reorganization log

Scheduler
database
reorganization log

Event/action

common log™#7

Event/action
common error

lo g#S

jajs _migrate
command trace
log

jajs setup
command trace

1Og#5

jajs_config
command trace
log

jajs_setup c
luster

command trace

log#S

Log file and directory names Logged
information

name/jpgnotify/ __#3,#8

jpgnotify {00]01}.1log

/var/opt/jplajs2/log/ __H#3,#8

schedule/scheduler-service-

name/ jpgqnotify/

jpgnotifynjp {00|01}.log

/var/opt/jplajs2/log/ _#3,#8

schedule/scheduler-service-
name/ jpgqnotify/
jpanjpdata {00]01}.1log

/var/opt/jplajs2/log/
schedule/scheduler-service-
name/ajsflbd{1]2}.1log

Trace log related to
units with wait

conditions™

/var/opt/jplajs2/ -
database/queue/
CONDENSE{1|2}.1log

/var/opt/jplajs2/ --
database/schedule/scheduler-
service-name/CONDENSE {1 |

2}.1log

/var/opt/jplajs2/log/ _#3
jpocommonerr{l|2}.log

/var/opt/jplajs2/log/ _#
jpoproccomerr{l|2}.log

/var/opt/jplajs2/log/
jajs migrate logical-host-
name {11213]4|5|6|7181]9]
lOlii|l2|l3|l4|15|l6|l7|
18(19(20}.10g"s

Trace log related to
the command that
changes the system
environment from
JP1/AJS2 to JP1/

AJS3%3

/var/opt/jplajs2/log/
jajs_setup {01]02]03[04]

Trace log related to
the command that

05106107108109110]11(12] specifies
13114115116117118119] environment
20} . log#23 settings#3

/var/opt/jplajs2/log/
jajs config {1]2}.log

Trace log related to
the command that
specifies an
environment

setting parameter”>

/var/opt/jplajs2/log/
jajs_setup cluster {01]
02103104|05/06107108(09]

Trace log related to
the command that
configures a cluster

environment™

1. Troubleshooting Procedure and Required Data

Default disk
space®!

1,024

1,024

1,024

20,480

1,024

1,024

16,384

256

10

200

200

Maximum
disk
space®!

1,048,576

1,048,576

1,048,576

4,000,000

1,024

1,024

4,194,304

(4 gigabytes)

256

200

200

256

200

Timing for
switching
files?2

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Size of the flow
control
subprocess
internal log
(10,240)

512

512

Log size
specified during
log setup
(8,192)

128

When the

jajs migrat
e command is
executed

When the
jajs_setup
command is
executed

128

When the
jajs setup
cluster
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Log name

jajs_setup c
luster

command trace
#5

log
jplajs2 setu
p_cluster

command trace
#9

log
jajs_killall
.cluster
command trace
log

jajsshowadmi
nusr command
trace log

jajs_pmtcon
command trace
log

Queueless log"17

Queueless trace
log#s- #18

Queueless job
execution internal

10g#21

The status file
used to store
information about
running queueless

jobs#%

JP1/AJS3 Console
Manager trace

log#s: #12
JP1/AJS3 Console

Agent trace log"
#13

Log file and directory names

10111112113]114(15]16/17]
18119120} .1log"?3

/var/opt/jplajs2/log/
JAJS_SETUP/logical-host-name/

jajs_setup. log#lo

shared-dircetory/jplajs2/log/
jajs_killall.cluster logica
l-host-name . {11213]4|5}.1log

/var/opt/jplajs2/log/
jajsadminusr {1]2}.log

/var/opt/jplajs2/log/
jajs _pmtcon {1]2}.1log

/var/opt/jplajs2/log/
ajsgl-log{l|2}.log

/var/opt/jplajs2/log/
tracelog.ql

/var/opt/jplajs2/log/
ajsqlexeclog#22
/var/opt/jplajs2/log/
ajsglexeclog ftpd

/var/opt/jplajs2/log/
ajsglstat.dat

/var/opt/jplajs2cm/log/

tracelog.cm

/var/opt/jplajs2/log/
tracelog.ca

1. Troubleshooting Procedure and Required Data

Logged
information

Trace log related to
the command that
configures a cluster
environment
Trace log related to
the command that
sets up a logical

host™3

Trace log related to
the command that
kills a process
associated with a

logical host™

Setting and
reference log for
AJS

administrators™

Log data output
when restricting of
connection sources

is set’™

Information related
to jobs executed by
the queueless agent
service

Execution trace log
related to queueless
jobs and commands
related to execution
control of

queueless jobs™3: #8

Execution trace log

related to queueless
j obs#3, #8

Information about
running queueless

jObS#3’ #8

#3488

3,48

Default disk
space®!

200

10

50

16,384

15,360

24,576

10,240

2,048

3,072

3,072

Maximum
disk
space®!

200

100

50

256

256

4,000,000

2,097,151

2,097,151

2,097,151

2,000,000

2,097,151

2,097,151

Timing for
switching
files?2

command is
executed

None

When the
jajs_killal
l.cluster
command is
executed

128

128

Queueless log
file size specified
in the
environment
settings (8,192)

Wraparound

Wraparound

Wraparound

Wraparound

Wraparound

Wraparound
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Log name

Maintenance log"

Automatic
reorganization
lo g#S

Definition check

Jog#s: #20

Definition check
trace log™- #16

Execution log for
embedded
database operation

commands™

Log file and directory names

/var/opt/jplajs2/log/
jajs maintain manager{l|]

21314} .1log"!*

/var/opt/jplajs2/log/
jajs_maintain_[scheduler-

service-name] {12 |314}. log#14

/var/opt/jplajs2/log/
Jjpgautocond{1]2]3]|

43} .1log™s

/var/opt/jplajs2/log/
ajsautocond{1]2]3]

43} .1log"3

/var/opt/jplajs2/log/
ajscheck{1l|2}.1log

/var/opt/jplajs2/log/
tracelog.ch

/var/opt/jplajs2/log/
ajsembdbbackup.log

/var/opt/jplajs2/log/
ajsembdbrstr.log

/var/opt/jplajs2/log/
embdb/

ajsembdboplog [embedded-
database-setup-ID1 {112 3|
4}.1log

/var/opt/jplajs2/log/
embdb/ajsembdbrorg [host-

name] [scheduler-service-name] {1 |

21314} .1og

/var/opt/jplajs2/log/

embdb/ajsembdbreclaim[host-
name] [scheduler-service-name] {1 |

21314} .1og

/var/opt/jplajs2/log/
embdb/

ajsembdbaddarea [embedded-
database-setup-ID1 {12 3|
4}.1log

/var/opt/jplajs2/log/
embdb/

ajsembdbaddlog [embedded-
database-setup-ID1 {12 3|
4}.1log

1. Troubleshooting Procedure and Required Data

Logged
information

Information related
to database
reorganization that
is executed during

maintenance’

Information related
to database
reorganization that
is executed during
automatic
reorganization”>

Information related
to definition pre-
checks

Trace log related to
definition pre-
checks™3: #8

Information related
to the execution of
commands for
manipulating the
embedded
database™

Default disk

space®!

1,484

1,484

764

764

8,192

3,072

4,096
4,096

4,096

4,096

4,096

4,096

4,096

Maximum
disk
space®!

1,484

1,484

764

764

4,000,000

2,097,151

4,096

4,096

4,096

4,096

4,096

Timing for
switching
files?2

When
maintenance is
performed

When

maintenance is
performed

When automatic
reorganization is
performed
When automatic
reorganization is
performed
Definition check
log file size
specified in the

environment
settings

Wraparound

__#24

__#24

1,024

1,024

1,024

1,024

1,024
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Log name

Execution log for
embedded
database operation

commands™

Log file and directory names

/var/opt/jplajs2/log/
embdb/

ajsembdbstop [embedded-
database-setup-ID]1 {12 3|

4}.1log

/var/opt/jplajs2/log/
embdb/

ajsembdbstop nv [embedded-
database-setup-ID]1 {112 3|
4}.1log

/var/opt/jplajs2/log/
embdb/

ajsembdbstart [embedded-
database-setup-ID]1 {12 3|
4} .1og

/var/opt/jplajs2/log/
embdb/

ajsembdbstart nv [embedded-
database-setup-ID]1 {12 3|
4}.1log

/var/opt/jplajs2/log/
embdb/

ajsembdbcancel [embedded-
database-setup-ID]1 {12 3|
4}.1log

/var/opt/jplajs2/log/
embdb/

ajsembdbunset [embedded-
database-setup-ID1 {12 3|
4} .1log

/var/opt/jplajs2/log/
embdb/

ajsembdbbuild [embedded-
database-setup-ID]1 {112 3|
4}.1log

/var/opt/jplajs2/log/
embdb/

ajsembdbsetup [embedded-
database-setup-ID]1 {12 3|
4}.1log

/var/opt/jplajs2/log/
embdb/

ajsembdbstatus [embedded-
database-setup-ID]1 {12 3|
4}.1log

/var/opt/jplajs2/log/
embdb/ajsembdbinstl{1]2]
314}.1og

/var/opt/jplajs2/log/
embdb/ajsembdbuninstl {1 |
21314}.1og

1. Troubleshooting Procedure and Required Data

Logged
information

Information related
to the execution of
commands for
manipulating the
embedded
database™

Default disk
space®!

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

Maximum
disk
space®!

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

4,096

Timing for
switching
files?2

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024

1,024
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Log name

Execution log for
embedded
database operation

commands™

Agent
management trace

10g#5

Agent
management log

Communication
control trace log

Communication
control log

Export command
trace log

Import command
trace log™

Migration
command
execution log

ajsdbmgrd
internal log

ajsshmdel
command trace
log

Log file and directory names

/var/opt/jplajs2/log/
embdb/ajsembdbmaintain{1l|
21314} .1og

/var/opt/jplajs2/log/
embdb/

ajsembdbmgrctl [embedded-
database-setup-ID]1 {12 3|

4} .1og

/var/opt/jplajs2/log/
ajsagttrace

/var/opt/jplajs2/log/
ajsagtmd{1l|2}.log

/var/opt/jplajs2/log/
tracelog—nw

/var/opt/jplajs2/log/
ajsnetwd{1|2]3]4]5}.1log

/var/opt/jplajs2/log/
jajs_ rpenvexport [logical-
host-name] {1|2|314}.1log

/var/opt/jplajs2/log/
ajsdbenvexport [logical-host-
name] {1]12]3]4}.1log

/var/opt/jplajs2/log/
jajs_rpenvimport [logical-
host-name] {1121314}.1log

/var/opt/jplajs2/log/
ajsdbenvimport [logical-host-
name] {1[21314}.1og

/var/opt/jplajs2/log/
JP1AJS3 DBCnvExport {1]2]
31415161718]19]110111112]
13114115116117118|19]

20} . loq#25

/var/opt/jplajs2/log/
JP1AJS3 DBCnvImport {1]2]
31415|6171819110111|12]
13114115116117(118(19]

20} . log#25

/var/opt/jplajs2/log/
ajsdbmgrd [embedded-database-
setup-ID]1 {112} .1log

/var/opt/jplajs2/log/
ajsshmdel{1l|2}.1log
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Logged
information

Information related
to the execution of
commands for
manipulating the
embedded
database™

#3488

Agent information
for agent
management
control™3

3,48

__#3

8

_#3

_#3

#3

Log information
related to execution
of a migration
command™

Internal log for the

database operation
#3

control process
Log output when
shared memory
information is

deleted”

Default disk
space®!

4,096

4,096

20,480

8,192

40,960

51,200

256

256

256

256

10

10

8,192

1

Maximum
disk
space®!

4,096

4,096

20,480

8,192

40,960

51,200

256

256

256

256

200

200

8,192

256

Timing for
switching
files?2

1,024

1,024

Wraparound

4,096

Wraparound

10,240

32

32

32

32

When the
ajscnvdbexp
ort command is
executed

When the
ajscnvdbimp
ort command is
executed

4,096

128
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#1
The unit is kilobytes. The value in parentheses is the kilobytes value expressed in gigabytes.
#2
The unit is kilobytes. The value in parentheses in this column indicates the default timing for switching log files.
#3
The format of the logged information is not publicly available outside the company.
#4

You can change the disk space size. To do so, use the jajs config command to change the value specified in
the LOGSIZE environment setting parameter.

For details about how to estimate the required disk space, see 3.4.1 Estimating the size of scheduler log files in the
Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

#5
Information is also output to the default directory in a cluster system.
#6

You can change the disk space size by using the ajstrsetsz command.

#7

You can change the disk space size. To do so, see 3.4.3 Estimating the size of the log information output by event
jobs in the Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

#8
The information is in binary format and cannot be read.
#9

The jplajs2 setup cluster command trace log contains information that is logged when a logical host is
set up. The log size does not increase during operation.

#10

If a logical host already exists and you create another logical host, a log directory is created under the name of the
new logical host.

#11

You can change the disk space size. To do so, see 7.1.4 Estimating the size of the logs output by the execution
environment for QUEUE jobs and submit jobs in the Job Management Partner 1/Automatic Job Management System
3 System Design (Configuration) Guide.

#12

You can change the disk space size by using the a j scmt rset sz command. If you do not use the JP1/AJS3 Console
Manager function, no trace log file is created.

#13

You can change the disk space size by using the a jscatrsetsz command. If you do notuse the JP1/AJS3 Console
Agent function, no trace log file is created.

#14
The file names are different in a cluster system:

l.jajs _maintain manager [logical-host-name] {1234} .log
2.jajs _maintain_[scheduler-service-name] [logical-host-name] {12134} .1log

#15
The file names are different in a cluster system:
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1. jpgautocond [logical-host-name] {1|2|3]4}.1log
2.ajsautocond [logical-host-name] {1]2|3]4}.1log

#16
You can change the disk space size by using the ajschktrsetsz command. If you do not use the JP1/AJS3
Check Manager function or the JP1/AJS3 Check Agent function, no trace log file is created.

#17
You can change the disk space size. To do so, change the value specified in the AJSQL LOGSIZE environment
setting parameter. For details about how to estimate the required disk space, see 7.2.1(1) Estimating the size of the
queueless log file in the Job Management Partner 1/Automatic Job Management System 3 System Design
(Configuration) Guide.

#18

You can change the disk space size by using the ajsgltrsetsz command.

#19

You can change the disk space size. To do so, see 2.2 Setting up the scheduler service environment in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.

#20
You can change the disk space size. To do so, see 2.5 Setting for the JP1/AJS3 definition pre-check function in the
Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.

#21

You can change the disk space size by using the ajsglexecsetsz command. For details about this command,
see ajsqlexecsetsz in 3. Commands Used for Special Operation in the manual Job Management Partner 1/Automatic
Job Management System 3 Command Reference 2.

For details about how to estimate the required disk space, see 7.2.1(3) Estimating the size of the internal execution
logs for queueless jobs in the Job Management Partner 1/Automatic Job Management System 3 System Design
(Configuration) Guide.

#22

The file name is different in a cluster system:

/var/opt/jplajs2/log/ajsglexeclog-[logical-host—name]

If the full path name is 256 bytes or more, [logical-host-name] becomes the first 30 bytes of the logical host name.
#23

The latest execution result is output to the log file numbered 01. When the command is executed, log files are
renamed by incrementing their numbers by 1, and a new log file with 01 is created. If the command is executed
when a log file with the largest allowed number already exists, the log information in that log file is discarded.

#24
The size of the file increases without limit. Save or delete information in the file as necessary.

#25

The latest execution result is output to the log file with the largest number. If the command is executed when a log
file with the largest allowed number already exists, the information in the log file numbered 01 is discarded.

#26

You can change the disk space size. To do so, see 2.7 Setting up the queueless job execution environment in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.
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Table 1-9: Log files and directories in JP1/AJS3 - Agent (for UNIX)

Log name

System
management log

Job execution
agent log™

Job execution
client log"

Event/action
control agent log*

Event monitoring
log#4

Event search log

Log file and directory names

/var/opt/jplajs2/log/
JAJS SPMD{1|2|3}.1log

/var/opt/jplajs2/log/
JAJS SPMD COMMAND{1|2|
3}.1log

/var/opt/jplajs2/log/
Jjpgagtexec{1l]2]314|5|6]|7]|
8}.1log

/var/opt/jplajs2/log/
Jjpgagtexeccld{1]2]3]4]|5]|
61718}.1log

/var/opt/jplajs2/log/
Jjpgagtexecdmn{1|2[3[4]|5]|
61718}.1log

/var/opt/jplajs2/log/
Jjpgagtexecmon{1|2[3|4|5]|
61718}.1log

/var/opt/jplajs2/log/
jpgcliexec{l|2}.log

/var/opt/jplajs2/log/
jpoagent{1|2]314|5[6]7]
8}.1log

/var/opt/jplajs2/log/
Jjpoagtsub{1]2]31415|6|7|
8191101111213 |14|15]
16}.1log

/var/opt/jplajs2/log/
jpoeventwatch{1[2[3]4|5]|
61718}.1log

/var/opt/jplajs2/log/
jpoevsearch{1l]2}.log
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Logged
information

Trace log related to
starting, stopping,
and checking the
status of the JP1/

AJS3 service™

Trace log related to
the job execution
control agent
process when a job

is executed™

Execution trace log
related to j paxxxx
commands and
JpaxxxxAPI
functions™

Trace log related to
the event/action
control agent when
an event job is
executed™

Execution trace log
related to the JP1
event reception
monitoring job and
log file monitoring

job#S

Trace log related to
event searching
before the JP1
event reception
monitoring job is
executed™

Default disk
space®!

384

384

4,096

4,096

4,096

4,096

1,024

8,192

16,384

8,192

256

Maximum
disk
space®!

384

384

524,288

524,288

524,288

524,288

524,288

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

16,777,216
(16
gigabytes)

Timing for
switching
files?2

128

128

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(1,024)

Log size
specified during
log setup

(128)
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Log name Log file and directory names Logged Default disk Maximum Timing for
information space®! disk switching
space®! files#2
File monitoring /var/opt/jplajs2/log/ Execution trace log | 26,624 16,777,216 Log size
log* jpocwtflMain{1|2]3[415|6] | related to the file (16 specified during
71819110111112]13}.10g monitoring job3 gigabytes) log setup
(2,048)
Execution interval | /var/opt/jplajs2/log/ Execution trace log | 1,536 16,777,216 Log size
control log™* jpocwttmMain{1|2|3|4|5]| related to the (16 specified during
6}.1log execution interval gigabytes) log setup
control job™3 (256)
Mail monitoring /var/opt/jplajs2/log/ Execution trace log = 256 16,777,216 Log size
log jpocwtmlmain{1l|2}.log related to the mail (16 specified during
reception gigabytes) log setup
monitoring job (128)
when the mail
linkage function is
used™
Mail delivery /var/opt/jplajs2/log/ Execution trace log | 256 16,777,216 Log size
log#4 jpomailrecv{l|2}.log related to the mail (16 specified during
reception gigabytes) log setup
monitoring job (128)
when the mail
delivery function of
mail linkage is
used™
NNM linkage log | /var/opt/jplajs2/log/ Trace log related to | 512 512 256
jpoovlink{1]2}.log"® monitoring when
HP NNM is used”
Job execution /var/opt/jplajs2/log/ _H#3,#5 4,096 1,048,576 Log size
internal log™ jpgagent/jpgagt_ {00]01] specified during
02103]104105/06|07}.10og log setup
(512)
/var/opt/jplajs2/log/ 3,45 4,096 1,048,576 Log size
jpaagent/jpamon {0001 specified during
02]103104105/06|07}.1og log setup
(512)
/var/opt/jplajs2/log/ __#3,#5 4,096 1,048,576 Log size
jpgagent/jpanjpagt_{00]| specified during
01102103104105106|07}.1og log setup
(512)
/var/opt/jplajs2/log/ _H3HS 1,024 1,048,576 Log size
jpgagent/jpanjpdata {00| specified during
01}.log log setup
(512)
Job execution /var/opt/jplajs2/log/ _H3,#5 10,240 1,048,576 Log size
internal log™ jpgclient/jpgclient {00 specified during
01102103104105106107]108] log setup
09}.1log (1,024)
/var/opt/jplajs2/log/ _H#3,#5 10,240 1,048,576 Log size
jpgclient/ specified during
jpgclientnjp {00[01]02] log setup
03104105/06/07]08]09}.1log (1,024)
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Log name

Job execution
internal log™

Event/action

common log#4 #0

jajs_config
command trace
log

jajs_setup c
luster

command trace

log#6

jplajs2 setu
p_cluster
command trace
log#7
jajs_killall
.cluster
command trace
log

jajsshowadmi
nusr command
trace log

jajs_pmtcon
command trace
log

Queueless log”!!

Queueless trace
log"6. #12

Queueless job
execution internal

1Og#14

Log file and directory names

/var/opt/jplajs2/log/
jpgclient/Jjpgnjpdata {00
01l}.log

/var/opt/jplajs2/log/
jpocommonerr{1l|2}.log

/var/opt/jplajs2/log/
jajs _config {1]2}.1log

/var/opt/jplajs2/log/
jajs_setup cluster {01]
02103104105106107108]09]
10111112113114115|16(17]

1811920} .1log"l6

/var/opt/jplajs2/log/
JAJS SETUP/logical-host-name/

jajs_setup. log#8

shared-directory/jplajs2/log/
jajs_killall.cluster logica
l-host-name . {1121314|5}.1log

/var/opt/jplajs2/log/
jajsadminusr {1]2}.log

/var/opt/jplajs2/log/
jajs _pmtcon {1]2}.1log

/var/opt/jplajs2/log/
ajsgl-log{l|2}.log

/var/opt/jplajs2/log/
tracelog.ql

/var/opt/jplajs2/log/

ajsqlexecloq#15

1. Troubleshooting Procedure and Required Data

Logged
information

_#3,45

_#3

Trace log related to
the command that
specifies an
environment

setting parameter™

Trace log related to
the command that
configures a cluster

environment

Trace log related to
the command that
sets up a logical
host™

Trace log related to
the command that
kills a process
associated with a
logical host™3
Setting and
reference log for
AJS

administrators™

Log data output
when restricting of
connection sources

is set™

Information related
to the jobs executed
by the queueless
agent service

Execution trace log
related to queueless
jobs and commands
related to execution
control of

queueless jobs™3-#3
Execution trace log
related to queueless

jobs?3. #5

Default disk
space®!

1,024

16,384

200

10

50

16,384

15,360

24,576

Maximum
disk
space®!

1,048,576

4,194,304
(4 gigabytes)

256

200

100

50

256

256

4,000,000

2,097,151

2,097,151

Timing for
switching
files?2

Log size
specified during
log setup

(512)

Log size
specified during
log setup

(8,192)
128

When the
jajs_setup
cluster
command is
executed

None

When
jajs_killal
l.clusteris
executed

128

128

Queueless log
file size specified
in the
environment
settings (8,192)

Wraparound

Wraparound
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Log name Log file and directory names Logged Default disk Maximum Timing for
information space®! disk switching
space®! files#2
The status file /var/opt/jplajs2/log/ Information about 2,048 2,000,000 Wraparound
used to store ajsglstat.dat running queueless
information about jobs3: #5
running queueless
jObS#”
Definition check /var/opt/jplajs2/log/ Information related | 8,192 4,000,000 Definition check
logH6 #13 ajscheck{1|2}.log to definition pre- log file size
checks specified in the
environment
settings
Definition check /var/opt/jplajs2/log/ Trace log related to | 3,072 2,097,151 Wraparound
trace log"0: #10 tracelog.ch definition pre-
checks?3- #3
ajsshmdel /var/opt/jplajs2/log/ Log output when 1 256 128
command trace ajsshmdel{1|2}.1log shared memory
log information is
deleted™
#1

#2

#3

#4

#5

#6

#7

#8

#9

The unit is kilobytes. The value in parentheses is the kilobytes value expressed in gigabytes.

The unit is kilobytes. The value in parentheses in this column indicates the default timing for switching log files.

The format of the logged information is not publicly available outside the company.

You can change the disk space size. To do so, see 3.4.3 Estimating the size of the log information output by event
jobs in the Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

The information is in binary format and cannot be read.

Information is also output to the default directory in a cluster system.

The jplajs2 setup cluster command trace log contains information that is logged when a logical host is
set up. The log size does not increase during operation.

If a logical host already exists and you create another logical host, a log directory is created under the name of the
new logical host.

You can change the disk space size. To do so, see 7.1.4 Estimating the size of the logs output by the execution
environment for QUEUE jobs and submit jobs in the Job Management Partner 1/Automatic Job Management System
3 System Design (Configuration) Guide.

#10

You can change the disk space size by using the ajschktrsetsz command. If you do not use the JP1/AJS3
Check Agent function, no trace log file is created.
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#11

You can change the disk space size. To do so, change the value specified in the AJSQL LOGSIZE environment
setting parameter. For details about how to estimate the required disk space, see 7.2.1(1) Estimating the size of the
queueless log file in the Job Management Partner 1/Automatic Job Management System 3 System Design
(Configuration) Guide.

#12

You can change the disk space size by using the ajsgltrsetsz command.

#13
You can change the disk space size. To do so, see 2.5 Setting for the JP1/AJS3 definition pre-check function in the
Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.

#14

You can change the disk space size by using the ajsglexecsetsz command. For details about this command,
see ajsqlexecsetsz in 3. Commands Used for Special Operation in the manual Job Management Partner 1/Automatic
Job Management System 3 Command Reference 2.

For details about how to estimate the required disk space, see 7.2.1(3) Estimating the size of the internal execution
logs for queueless jobs in the Job Management Partner 1/Automatic Job Management System 3 System Design
(Configuration) Guide.

#15

The file name is different in a cluster system:

/var/opt/jplajs2/log/ajsqglexeclog-[logical-host—-name]

If the full path name is 256 bytes or more, [logical-host-name] becomes the first 30 bytes of the logical host name.

#16
The latest execution result is output to the log file numbered 01. When the command is executed, log files are
renamed by incrementing their numbers by 1, and a new log file with 01 is created. If the command is executed
when a log file with the largest allowed number already exists, the log information in that log file is discarded.
#17

You can change the disk space size. To do so, see 2.7 Setting up the queueless job execution environment in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 2.
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1.3 Data to be collected when a problem occurs

This section describes the data you need to collect when a problem occurs.

A problem might be caused by JP1/AJS3, the OS, a user program, or an operator error. For these reasons, you might
need to collect the data discussed in this section in addition to the JP1/AJS3 logs.

JP1 provides data collection tools for batch collection of required data. Data that can be collected using the initial settings
of the data collection tools are indicated with symbols in the tables above.

1.3.1 Data to collect in Windows

(1) Log information about the OS

You need to collect the following log information about the OS.

(a) In Windows Vista or later

The following tables list the OS log information that must be collected if the OS is Windows 8.1, Windows 8, Windows
Server 2012, Windows 7, Windows Server 2008, or Windows Vista.

Table 1-10: OS log information that must be collected when a problem occurs

Type of information Default storage location for files Collection by
the tool

Windows event log -- Y

Windows registry information -- Y

hosts file 1. system-folder\ system32\drivers\etc\hosts Y

services file 2. system-folder\system32\drivers\etc\services

Machine configuration®! -- Y

List of program products with -- Y

running services’!

Network configuration®! -- Y

Memory dump - NH#2

Crash dump - N#2

Problem report - N#2
Legend:

Y: The data collection tools can collect data.
N: The data collection tools cannot collect data.
--: There is no default file name or default storage location.

#1

Various kinds of computer information that include this information, such as the hardware environment, software
environment, and Internet environment, can be obtained.
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Obtaining this information might take several minutes. While the information is being obtained, the System
Information window is displayed. However, because the window closes automatically, you do not need to close it
manually.

#2
For details about how to collect these dumps, see /.4.1(2) Obtain a dump file.

(b) In Windows Server 2003 or Windows XP Professional

Table 1-11: OS log information that must be collected when a problem occurs

Type of information Default storage location for files Collection by
the tool

Windows event log -- Y

Windows registry information -- Y

hosts file 1. system-folder\ system32\drivers\etc\hosts Y

services file 2. system-folder\ system32\drivers\etc\services

Dr. Watson log file” system-drive\Documents and Settings\All Users\Application Y

Data\Microsoft\Dr Watson\drwtsn32.log
Machine configuration --

List of program products with -- Y
running services

Network configuration -- Y

Memory dump” - Y

Crash dump’ - Y
Legend:

Y: The data collection tools can collect data.
--: There is no default file name or default storage location.

Collect the Dr. Watson log file, memory dump, and crash dump from the respective folders. If another folder has
been specified for the Dr. Watson log file, you must reconfigure the data collection tool.

(2) Information about JP1

You need to collect the following information about JP1. If the problem occurs while your system is connected to a
network, you also need to obtain the files on the host to which the system is connected.

Table 1-12: JP1 information to be collected for a problem occurring in JP1/AJS3

Type of information Default storage location for files Collection
by the tool

Log files 1. JP1/Base-installation-folder\ 1og Y

Work files 2.JP1/Base-installation-folder\conf\user acl

Definition files 3. $ALLUSERSPROFILES#!

\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\log"

4.JP1/AJS3 - Manager-installation-folder\ 1 og™
5.JP1/AJS3 - Manager-installation-folder\ conf
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Type of information

Log files
Work files
Definition files

Integrated trace log folder

Folder containing product
information files

List of files in the database
directory

List of JP1/Base files

Information on shared
memory used while JP1/
AJS3 is running

Default storage location for files Collection
by the tool
6. $ALLUSERSPROFILES"! Y
\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\sys"
7.JP1/AJS3 - Manager-installation-folder\ sy s
8. $ALLUSERSPROFILES"!
\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\database®?
9.JP1/4JS3 - Manager-installation-folder\ database™
10. $ALLUSERSPROFILES"!
\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\jobinf#?
11.JP1/AJS3 - Manager-installation-folder\ j obin £
12. $ALLUSERSPROFILES]
\Hitachi\JP1\JP1 DEFAULT\JP1AJS2\tmp\schedule'?

13.JP1/AJS3 - Manager-installation-folder\ tmp\ schedule®
14. JP1/AJS3 - Manager-installation-folder\ PATCHLOG . txt
15.JP1/4JS3 - View-installation-folder\ PATCHLOG . txt
16.JP1/AJS3 - View-installation-folder\ resource

17. $ALLUSERSPROFILES"!

\Hitachi\JP1\JP1 DEFAULT\JP1AJS2V\log">#
18.JP1/AJS3 - View-installation-folder\ 1og™3 #5
19. JP1/AJS3 - View-installation-folder\ con£#3-#
20. $ALLUSERSPROFILES"]

\Hitachi\JP1\JP1 DEFAULT\JP1AJS2V\conf™
21. $ALLUSERSPROFILES%"!

\Hitachi\JP1\JP1 DEFAULT\JP1AJS2CM\log"?
22.JP1/AJS3 Console-installation-folder\ 1 og™
23. $ALLUSERSPROFILES%"!

\Hitachi\JP1\JP1 DEFAULT\JP1AJS2CM\database®?

24.JP1/4JS3 Console-installation-folder\database™
25.JP1/AJS3 Console-installation-folder\conf
26.JP1/AJS3 Console-installation-folder\PATCHLOG . txt
In a cluster system, you also need to obtain the following files:
1. shared-folder\ JP1BASE\ log
2. shared-folder\ JP1BASE\conf
3. shared-folder\ JP1AJS2
4. shared-folder\ JP1AJS2CM

system-drive\Program files"\HITACHI\HNTRLib2\spool Y

system-drive\Program Files™\HITACHI\jplcommon\JP1AJS2 Y
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Legend:
Y: The data collection tools can collect data.
--: There is no default file name or default storage location.

#1
The default value for $ALLUSERSPROFILES is system-drive\ProgramData.

#2
For Windows Server 2012 or Windows Server 2008

#3
For Windows Server 2003

#4
For Windows 8.1, Windows 8, Windows 7, or Windows Vista

#5
Windows XP Professional

#6
For 64-bit versions of Windows, replace Program Files with Program Files (x86).

(3) JP1/AJS3 processes

Check the operating status of processes on the Processes page of the Task Manager window of Windows.

For details about JP1/AJS3 processes, see B.2 Processes (for Windows).

(4) Operation data
Collect the following information about the operation that was being performed when the problem occurred:
1. Details about the operation

2. Time that the problem occurred

3. Machine configuration (the version of each OS, hostname, JP1/AJS3 - Manager and JP1/AJS3 - Agent configuration,
and JP1/AJS3 Console Manager and JP1/AJS3 Console Agent configuration)

4. Whether the problem is reproducible
5. Name of the user who logged in from JP1/AJS3 - View or JP1/AJS3 Console View (if there is one)

(5) Error information displayed on the screen

Make hard copies of the following:

1. Windows on the screen when an application error has occurred
2. Error message dialog box (and display the displayed information when a details button (if there is one) is clicked)

3. Information in the Command Prompt window if the problem occurred during the execution of a command

(6) Information about the embedded database

You need to collect the following information about the embedded database.
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Table 1-13: JP1 information to be collected for a problem occurring in JP1/AJS3

Type of information Default storage location for files Collection
by the tool
Definition file embedded-database-practical-directory\ conf Y
Failure information embedded-database-practical-directory\ spool Y
Database information Unload file that is obtained by specifying the —k unld option in the ajsembdbrorg Y
command
Legend:

Y: The data collection tools can collect data.

(7) Other information

In addition to the above information, you need to collect the following information:

1. Contents of System Log and Application Log of the Windows Event Viewer window

2. Contents of the Help and Support Center window, and the System Information window (for Windows Server 2003
or Windows XP Professional)

In Windows 8.1, Windows 8, Windows 2012, Windows 7, Windows 2008, or Windows Vista, you can use the data
collection tools to collect data as described in the log information of the OS in (7).

3. Arguments specified in a command when the problem occurs during the execution of a command

1.3.2 Data to collect in UNIX

(1) Log information about the OS

You need to collect the following log information about the OS.

Table 1-14: OS log information that must be collected when a problem occurs in JP1/AJS3

Type of information Default file name or default storage location for files Collection by
the tool
sysloghl 1. /var/adm/syslog/syslog.log Y
(for HP-UX)
2. /var/adm/messages
(for Solaris)

3. /var/adm/syslog/
or /var/adm/syslog/*

(for AIX)
4. /var/log/messages*

(for Linux)
hosts file 1. /etc/hosts Y
services file 2./etc/services
passwd file 3. /etc/passwd
environment file#? 4. /etc/environment
inittab file 5./etc/inittab
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Type of information

Patch information for each OS
Shared library file for each OS
List of processes

core file

Error log information’?
Network configuration
Information about installed Hitachi

products

Legend:

Default file name or default storage location for files Collection by
the tool

- Y

1. core under /opt/jplajs2 y#3
2.core under /var/opt/jplajs2

3. core in the home directory of the OS user that is mapped to a JP1/AJS3 - View
login user (this information cannot be collected by the tool)

.core under /opt/jplajs2cm

.coreunder /var/opt/jplajs2cm

AN U A

.core under /opt/jplbase
7.core under /var/opt/jplbase/log

You also need to collect the following file in a cluster system:
/shared-directory/jplajs2/database/core

- Y
- Y

/etc/.hitachi/pplistd/pplistd

Y: The data collection tools can collect data.

--: There is no default file name or default storage location.

#1

Depending on the system settings, the past syslog information might be required for investigation. If syslogis

set to be changed frequently in the system settings, manually collect past syslog files.

#2

This information is collected only for AIX.

#3

You need to manually obtain the core file in the current directory if information is output to the core file by
executing a command. In addition, if the problem occurred in the network control process while JP1/AJS3 - View
was being used, you need to manually obtain the core file in the home directory of the OS user mapped to the JP1

user who was logged in.

(2) Information about JP1

You need to collect the following information about JP1. If the problem occurred while your system was connected to

a network, you also need to obtain files on the host to which the system is connected.

Table 1-15: JP1 information to be collected for a problem occurring in JP1/AJS3

Type of information Default storage location for files Collection
by the tool

Log files 1. /var/opt/jplajs2/log Y

Work files 2./var/opt/jplbase/log

Definition files 3. /etc/opt/jplbase/conf/user_acl

4. /etc/opt/jplajs2/conf
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Type of information Default storage location for files Collection
by the tool

Log files
Work files
Definition files

./var/opt/jplajs2/database Y
./var/opt/jplajs2/sys

./var/opt/jplajs2/jobinf

./var/opt/jplajs2/tmp/schedule

O 0 3 N W

./opt/jplajs2/PatchHistory
10. /opt/jplajs2/PatchlLog

11. /var/opt/jplajs2cm/log

12. /etc/opt/jplajs2cm/cont

13. /opt/jplajs2cm/PatchHistory
14. /opt/jplajs2cm/PatchLog

15. /var/opt/jplajs2cm/database

In a cluster system, you also need to obtain the following files:
1. /shared-directory/jplajs?
2. /shared-directory/jplbase/log
3. /shared-directory/jplbase/conf
4. /shared-directory/jplajs2cm

Integrated trace log directory /var/opt/hitachi/HNTRLib2/spool Y

List of files in the database --
directory

List of JP1/Base files - Y

Information required for --
analysis of the core file

Legend:
Y: The data collection tools can collect data.

--: There is no default file name or default storage location.

I Important note

When you collect information, use the tar command instead of the cp command. Because the directory
from which files are obtained also contains system files, using the cp command might lead to unexpected
results.

(3) JP1/AJS3 processes

Use the ps command to check the operation status of processes.

For details about JP1/AJS3 processes, see B.3 Processes (for UNIX).

(4) Operation data
Collect the following information about the operation that was being performed when the problem occurred:
1. Details about the operation

2. Time that the problem occurred

3. Machine configuration (the version of each OS, hostname, JP1/AJS3 - Manager and JP1/AJS3 - Agent configuration,
and JP1/AJS3 Console Manager and JP1/AJS3 Console Agent configuration)
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4. Whether the problem is reproducible
5. Name of the user who logged in from JP1/AJS3 - View or JP1/AJS3 Console View (if there is one)

(5) Information about the embedded database

You need to collect the following information about the embedded database.

Table 1-16: JP1 information to be collected for a problem occurring in JP1/AJS3

Type of information Default storage location for files Collection
by the tool
Definition file embedded-database-practical-directory/conft Y
Failure information embedded-database-practical-directory/ spool Y
Database information Unload file that is obtained by specifying the ~k unld option in the ajsembdbrorg Y
command
Legend:

Y: The data collection tools can collect data.

(6) Other information

When trouble occurred at the time of command execution, collecting of the argument specified in the command is
needed.

1. Troubleshooting Procedure and Required Data

Job Management Partner 1/Automatic Job Management System 3 Troubleshooting

73



1.4 Collecting data for troubleshooting

By collecting data, you can investigate and identify the causes of a problem, and then take the necessary measures. This
section describes how to collect data when a problem occurs.

1.4.1 Collecting data for troubleshooting in Windows

(1) Execute the data collection tool

JP1/AJS3 provides the data collection tools listed in the following table. Use one of these tools according to the
operational requirements.

Table 1-17: Data collection tools provided by JP1/AJS3 (for Windows)

Data collection tool Description

jajs_log.bat Use this tool if you have not changed the output destinations of log files and other data from the defaults,
or if you do not need to collect data other than the data collected by default.

_04.bat Use this tool if you have changed the output destinations of log files and other data from the defaults, or
if you need to collect data other than the data collected by default. You can customize this tool according
to the output destinations or the data to be collected.

For details about how to set up the data collection tool (04 .bat), see 7.1 Collecting log data in the Job Management
Partner 1/Automatic Job Management System 3 Configuration Guide 1.

The following shows examples of executing the data collection tool:
When executing jajs log.bat:
C:\>C:\Program Files\HITACHI\JP1lAJS2\tools\jajs log.bat
When executing the file trouble.bat thatis created by customizing 04 .bat:
C:\>C:\usertools\trouble.bat
By default, the results of executing the data collection tool are output under $TEMP%\jplajs2\backlog. Back up
these folders.

When you use the data collection tools in a cluster system, you can collect data by specifying a logical host name. The
data collection tools also provide options for limiting the amount of data that is collected. For details on the data collection
tools used in Windows, see jajs_log.bat or _04.bat (Windows only) in 2. Commands in the manual Job Management
Partner 1/Automatic Job Management System 3 Command Reference 1.

(2) Obtain a dump file

If a STOP error occurs in Windows or if an application crashes, you might have to obtain dump files (a memory dump
and a crash dump). For Windows 8.1, Windows 8, Windows Server 2012, Windows 7, Windows Server 2008, Windows
Server 2008 R2, or Windows Vista, you might also need to obtain a problem report in addition to the dump information.
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Cautionary note

To output a dump file when a problem occurs, you must specify the settings in advance. For details about how to
set the output of dump files, see 7.1.3 Procedure for setting the outputting of a dump file in the manual Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 1.

The following describes how to obtain a dump file and a problem report for each OS.

(a) In Windows Vista or later

The following describes how to obtain a dump file and a problem report if the OS is Windows 8.1, Windows 8, Windows
Server 2012, Windows 7, Windows Server 2008, Windows Server 2008 R2, or Windows Vista.

m How to obtain a dump file

If a problem occurs, a dump file is output to the destination specified in the dump file output settings. Obtain the output
dump file manually.

m How to obtain a problem report

The following describes how to obtain a problem report for each OS.

In Windows 8.1, Windows 8, Windows Server 2012, Windows 7, or Windows Server 2008 R2:

You can detect problems on a target host and find solutions for each problem. If a JP1/AJS3 process terminates
because of an application error, use the following procedure to obtain a problem report.

To obtain a problem report:

1. In Control Panel, click Action Center.
The Action Center dialog box opens.

2. Click Maintenance.
The Maintenance menu appears.

3. Under Check for solutions to problem reports, click View reliability history.
The Reliability Monitor dialog box opens.

4. Click View all problem reports.
The Problem Reporting dialog box opens.

5. Double-click the applicable problem.
Details about the problem report appear.

6. Click Copy to clipboard.
7. Copy the text into a text editor, and save the file.
Use the problem report text file as data for investigating the failure.

In Windows Server 2008 or Windows Vista:

You can detect and find solutions for problems on a target host. Ifa JP1/AJS3 process stops because of an application
error, perform the following procedure and obtain a problem report:

To obtain a problem report:

1. In Windows, open the Run dialog box, enter wercon in the text box, and click the OK button.

The Problem Reports and Solutions dialog box appears.

2. In the left pane, click View problem history.
A list of problems appears.

3. Double-click the applicable problem.
The contents of the problem report appear.
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4. Click Copy to clipboard.

5. Copy the text into a text editor, and save the file.
Use the problem report text file as data for investigating the failure.

(b) In Windows Server 2003 or Windows XP Professional

m How to obtain a dump file

If a problem occurs, a dump file is output to the destination specified in the dump file output settings. If you specify the
output destination of this dump file to allow data collection tools to obtain data, you do not have to obtain data manually.

(3) Check the status of processes

In Windows, start Task Manager and open the Processes page. Check the operating status of processes.

For details about JP1/AJS3 processes, see B.2 Processes (for Windows).

(4) Check the operation data

For the problem that has occurred, check the operation data and record it. You need to check the following information:

1. Details about the operation
2. Time that the problem occurred

3. Machine configuration (the version of each OS, host name, JP1/AJS3 - Manager and JP1/AJS3 - Agent configuration,
and JP1/AJS3 Console Manager and JP1/AJS3 Console Agent configuration)

For Windows Server 2003, you can use System Information to check the machine configuration.
4. Whether the problem is reproducible
5. Name of the user, if any, who logged in from JP1/AJS3 - View or JP1/AJS3 Console View

(5) Collect error information displayed on the screen

Make hard copies of the following:

1. Windows on the screen when an application error has occurred

2. Error message dialog box
Displayed information when a details button, if any, is clicked

3. Information in the Command Prompt window if the problem occurred during the execution of a command

Before making a hard copy of the Command Prompt window, make the following preparations by using Console
in Control Panel:

Options page
Select QuickEdit Mode.
Layout page
Enter 500 in Height of Screen Buffer Size.
(6) Collect information about the embedded database

You need the following information if an error occurs while you are using the embedded database:

¢ Data needed to investigate the cause
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¢ Information needed to re-create the embedded database environment

The following describes how to collect the above information.

(a) Information needed to investigate the cause

To investigate the cause of an error, you mainly need to collect information about the OS and information about the
embedded database. Use OS commands to collect information about the OS. Use embedded database commands to
collect information about the embedded database.

If you use the support service to solve problems, you must submit the information listed in the table below. This table
describes the type of information needed to investigate the cause of problems and how to collect information for each
type of problem. Problems are classified into seven levels, of which level 1 has the highest priority.

Problems are grouped by type as follows:

1. Performance

The following processing or operation takes too much time:

 Startup of the embedded database system (including normal startup, restart, and startup after action has been
taken for a failure)

* Stopping of the embedded database system (including normal stopping and forced stopping)

» Execution of an operation command for the embedded database

2. No response

A response is not returned when the following processing or operation is performed:

 Startup of the embedded database system (including normal startup, restart, and startup after action has been
taken for a failure)

* Stopping of the embedded database system (including normal stopping and forced stopping)

» Execution of an operation command for the embedded database

3. Abnormal end

One of the following has occurred:
* Abnormal termination of the embedded database system
* Abnormal termination of an embedded database process

* Abnormal termination of an operation command for the embedded database

Table 1-18: Information needed to investigate the cause of failures and how to collect that

information
No. Componen | Information to be Collection method Performance No Abnormal
t collected response end
1 oS Windows event log Use an OS function 1 1 1
(command).
2 CPU usage rate and Use the performance monitor. 3 4 3
device status
3 Embedded Information about Obtain the files under the 2 2 2
database embedded database following folders and store
failures them on a DAT or another

storage device:
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No. Componen
t

3 Embedded
database

10

Information to be
collected

Information about
embedded database
failures

Specification difference
absorption library error
information files

Embedded database
system definitions

SQL trace file and error
log file
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Collection method

* embedded-database-
practical-directory
\spool

» embedded-database-
practical-directory\ tmp

An error log file, a command
log file, remote command
information files, and node
switching function information
files are output to the above
folders.

Error log file
The error log is output to a
file under embedded-
database-practical-
directory\ spool
\errlog.

Command log file
The command log is output
to a file under embedded-
database-practical-
directory\ spool
\cmdlog.

Remote command information
files

The information about
remote commands is output
to embedded-database-
practical-directory
\spool\pdrshsl and
pdrshs?2.

Node switching function
information files

Information about the node
switching function is output
to embedded-database-
practical-directory
\spool\pdshsl and
pdshs?2.

The error information about the
specification difference
absorption library is output to
embedded-database-practical-
directory\UXPLDIR\ SPOOL
\uxpllogl and uxpllog?2.

Obtain the files under
embedded-database-practical-
directory\ conf and store
them on a DAT or another
storage device.

Obtain the output files and store
them on a DAT or another
storage device. A file name
begins with pderr or pdsqgl.

Performance

No
response

2

Abnormal
end
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No. Componen | Information to be Collection method Performance No Abnormal

t collected response end
11 Embedded System log file Use the ajsembdboplog 6 7 6
database command to unload the system

log. Obtain the unload log file
and store it on a DAT or another
storage device.

Legend:
--: The information need not be collected.

Note

The size of a file increases at a fixed rate if additional data continues to be stored in the file as a result of redirection. Because such a file takes
up disk space, instead use bat files, which can be switched and reused after several generations.

(b) Information needed to re-create the embedded database environment

If a problem occurs during operation of the embedded database, you might need to re-create the environment that
produced the problem to test whether the problem is reproducible or to investigate the cause of the problem. To enable
this procedure, collect the following information needed to re-create the embedded database environment.

e conf under the embedded database practical directory (if the user has changed the definition files)
* Environment variables related to the embedded database

¢ Data in the embedded database
Use the ajsembdbrorg command to collect the data in the embedded database.

To collect the information needed to re-create the embedded database environment:
1. Start the embedded database.
2. Execute the ajsembdbrorg command with the -k unld option specified.
3. Save conf under the embedded database practical directory in a folder of your choice.
4. Record the environment variables related to the embedded database.

For details about how to use the a j sembdbrorg command and a description of the command, see /0.2.2 Reorganizing
a database in the Job Management Partner 1/Automatic Job Management System 3 Administration Guide.

1.4.2 Collecting data for troubleshooting in UNIX

(1) Execute the data collection tool

JP1/AJS3 provides the data collection tools listed in the following table. Use one of these tools according to the
operational requirements.

Table 1-19: Data collection tools provided by JP1/AJS3 (for UNIX)

Data collection tool Description

jajs_log Use this tool if you have not changed the output destinations of log files and other data from the defaults,
or if you do not need to collect data other than the data collected by default.
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Data collection tool Description

_ 04 Use this tool if you have changed the output destinations of log files and other data from the defaults, or
if you need to collect data other than the data collected by default. You can customize this tool according
to the output destinations or the data to be collected.

For details about how to set up the data collection tool (_04), see 16.1 Collecting log data in the Job Management
Partner 1/Automatic Job Management System 3 Configuration Guide 1.

The following shows examples of executing the data collection tool:

When executing jajs_ log:
# /opt/jplajs2/tools/jajs log

When executing the file t rouble. sh that is created by customizing 04:
# /home/jplajs2/trouble.sh

By default, the results of executing the data collection tool are output under /tmp/Jjplajs2/trouble/. Back up
these files.

When you use the data collection tools in a cluster system, you can collect data by specifying a logical host name. The
data collection tools also provide options for limiting the amount of data that is collected. For details on the data collection
tools used in UNIX, see jajs_log or 04 (UNIX only) in 2. Commands in the manual Job Management Partner 1/
Automatic Job Management System 3 Command Reference 1.

(2) Obtain the contents of the core file

Obtain the contents of the core file if the file has been output.

The core file is output to one of the following directories:

1. /opt/jplajs2/bin’l

2. /var/opt/jplajs2/database’!

3. /var/opt/jplajs2cm/database!
4. User home directory”2

5. Current directory in which the command was executed

#1
The data collection tools can be used to collect data.

#2
If the core file was output after connection from JP1/AJS3 - View, this directory is the home directory of the
mapped OS user.

If you want to collect only the information needed for analysis of the core file,usethe ajs2collectcore command.
For details about this command, see ajs2collectcore (UNIX only) in 2. Commands in the manual Job Management
Partner 1/Automatic Job Management System 3 Command Reference 1.

(3) Check the status of processes

Use the ps command to check the operating status of processes.
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For details about JP1/AJS3 processes, see B.3 Processes (for UNIX).

(4) Check the operation data

For the problem that has occurred, check the operation data and record it. You need to check the following information:

1. Details about the operation
2. Time that the problem occurred

3. Machine configuration (the version of each OS, host name, JP1/AJS3 - Manager and JP1/AJS3 - Agent configuration,
and JP1/AJS3 Console Manager and JP1/AJS3 Console Agent configuration)

You can check the machine configuration by executing a command. The following table lists the commands you
can use to check the machine configuration for each OS.

Table 1-20: UNIX commands that can be used to check the machine configuration

oS Command for checking the OS Command for checking the size of Command for checking the
version physical memory on the host process information and
required memory size

HP-UX /usr/bin/uname -a /usr/sbin/dmesg /usr/bin/ps -elf
Solaris /usr/bin/uname -a /usr/sbin/prtconf /usr/bin/ps -elf
AIX /usr/bin/uname -a /usr/sbin/bootinfo -r /usr/bin/ps -elf
Linux /bin/uname -a /usr/bin/free /bin/ps -elf

(or

/bin/cat/proc/meminfo)

Note

The options used in each command in the above table are typical options of the respective OSs. How the options are specified might vary
depending on the environment being used. For details, see the documentation for the applicable OS.

4. Whether the problem is reproducible
5. Name of the users, if any, who logged in from JP1/AJS3 - View or JP1/AJS3 Console View.

(5) Collect information about the embedded database

You need the following information if an error occurs while you are using the embedded database:

* Data needed to investigate the cause

* Information needed to re-create the environment of the embedded database
The following describes how to collect the above information.

(a) Information required to investigate the cause

To investigate the cause of an error, you mainly need to collect information about the OS and information about the
embedded database. Use OS commands to collect information about the OS. Use the embedded database commands to
collect information about the embedded database.

If you use the support service to solve problems, you must submit the information listed in the table below. This table
describes the type of information needed to investigate the cause of problems and how to collect information for each
type of problem. Problems are classified into seven levels, of which level 1 has the highest priority.

Problems are grouped by type as follows:

1. Troubleshooting Procedure and Required Data

Job Management Partner 1/Automatic Job Management System 3 Troubleshooting 81



1. Performance

The following processing or operation takes too much time:

 Startup of the embedded database system (including normal startup, restart, and startup after action has been
taken for a failure)

» Stopping of the embedded database system (including normal stopping and forced stopping)

* Execution of an operation command for the embedded database

2. No response

A response is not returned when the following processing or operation is performed:

 Startup of the embedded database system (including normal startup, restart, and startup after action has been
taken for a failure)

» Stopping of the embedded database system (including normal stopping and forced stopping)

* Execution of an operation command for the embedded database

3. Abnormal end

One of the following has occurred:

e Abnormal termination of the embedded database system

e Abnormal termination of an embedded database process

* Abnormal termination of an operation command for the embedded database

Table 1-21: Information needed to investigate the cause of failures and how to collect that

information
No. Componen | Information to Collection method Performance No Abnormal
t be collected response end
1 (0N syslog Use an OS function (command). 1 1 1
2 CPU usage rate Use an OS command, such as the sar 3 4 3
and device status | command, to collect the information.
For details about the commands, see the
documentation for the OS.
3 CPU running Use an OS command, such as the top 3 4 3
status and command, to collect the information.
memory status For details about the commands, see the
for processes documentation for the OS.
4 Virtual memory Use an OS command, such as the 3 4 3
vmstat command, to collect the
information. For details about the
commands, see the documentation for
the OS.
5 Network status Use an OS command, such as the 3 4 3
netstat command, to collect the
information. For details about the
commands, see the documentation for
the OS.
6 Embedded Information Obtain the files under the following 2 2 2
database about embedded directories and store them on a DAT or

database failures

another storage device:

* embedded-database-practical-
directory/spool
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No. Componen | Information to Collection method Performance No Abnormal

t be collected response end
6 Embedded Information * embedded-database-practical- 2 2 2
database about embedded directory/tmp

database failures An error log file and a command log file

are output to the above directories.

7 Error log file 2 2 2
The error log is output to a file
under embedded-database-
practical-directory/ spool/
errlog.

8 Command log file 2 2 2
The command log is output to a file
under embedded-database-
practical-directory/ spool/

cmdlog.
9 Embedded Obtain the files under embedded- 4 5 4
database system database-practical-directory/conft
definitions and store them on a DAT or another

storage device.

10 SQL trace file Obtain the output files and store them -- 6 5
and error log file | on a DAT or another storage device. A
file name begins with pderr or
pdsql.

11 System log file Use the aj sembdboplog command 6 7 6
to unload the system log. Obtain the
unload log file and store it on a DAT or
another storage device.

Legend:
--: Information need not be collected.

Note

The size of a file increases at a fixed rate if additional data continues to be stored in the file as a result of redirection. Because such
a file takes up disk space, instead create general-purpose shell scripts, which allow files to be switched and reused after several
generations.

(b) Information needed to re-create the embedded database environment

If a problem occurs during operation of the embedded database, you might need to re-create the environment that
produced the problem to test whether the problem is reproducible or to investigate the cause of the problem. To enable
this procedure, collect the following information needed to re-create the embedded database environment.

e conf under the embedded database practical directory (if the user has changed the definition files)
¢ Environment variables related to the embedded database

¢ Data in the embedded database
Use the ajsembdbrorg command to collect the data in the embedded database.

To collect the information needed to re-create the embedded database environment:
1. Start the embedded database.
2. Execute the aj sembdbrorg command with the -k unld option specified.

3. Save conf under the embedded database practical directory in a folder of your choice.
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4. Record the environment variables related to the embedded database.

For details about how to use the a j sembdbrorg command and a description of the command, see /0.2.2 Reorganizing
a database in the Job Management Partner 1/Automatic Job Management System 3 Administration Guide.
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Troubleshooting Typical Problems

This chapter describes how to troubleshoot typical problems that might occur while JP1/AJS3 is
being used.

Job Management Partner 1/Automatic Job Management System 3 Troubleshooting

85



2.1 Troubleshooting problems related to setup, service startup, and JP1/
AJS3 operation

This section describes how to troubleshoot the problems related to setup, service startup, and JP1/AJS3 operation.

2.1.1 Troubleshooting problems related to setup

(1) JP1/AJS3 setup does not terminate normally

Possible causes are as follows:

e Ifthe KAVUS5921-E message (Environment settings or the logical host name is invalid.)is
output:

JP1/Base might not have been set up, or a logical host name specified during setup for cluster operation might be
invalid.

Check the setup procedure and perform it again. During setup for cluster operation, make sure that you specify both
the —mh option and a logical host name in the jpgimport command.

e Ifthe KAVU5950-E message (The same identifier or object name is already specified.
(1ine:line-number)) is output:

An agent definition ($Sagent), queue definition ($Squeue), or exclusive execution resource definition (Sres) in
the configuration definition file for the execution environment (jpgsetup.conf) for QUEUE jobs and submit
jobs might be invalid.

Check the definitions in the configuration definition file for the execution environment for QUEUE jobs and submit
jobs. Correct any definitions that need to be corrected, and set up JP1/AJS3 again.

The storage location of the configuration definition file for the execution environment for QUEUE jobs and submit
jobs is as follows:

In Windows:
JP1/AJS3-installation-folder\ conf\ jpgsetup.conf

In UNIX:
/etc/opt/jplajs2/conf/jpgsetup.conf

Make sure that the definitions in the configuration definition file for the execution environment for QUEUE jobs
and submit jobs meet the following conditions:

* A duplicate ID is not defined in Sagent $an (n is an agent ID).

* The same ID is not shared by def queue $qgn (n is a default queue ID) and $Squeue $qgn (n is a queue ID).
* A duplicate ID is not defined in $queue $qgn (n is a queue ID).

e A duplicate ID is not defined in Sres $rn (n is an exclusive execution resource ID).

* A duplicate agent name is not defined.

* A duplicate queue name is not defined.

* A duplicate exclusive execution resource name is not defined.

For details about the definitions in the configuration definition file for the execution environment for QUEUE jobs
and submit jobs (jpgsetup. conf), see jpgimport in 3. Commands Used for Special Operation in the manual
Job Management Partner 1/Automatic Job Management System 3 Command Reference 2.
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2.1.2 Troubleshooting problems related to service startup

(1) A JP1/AJS3 service has not started

Possible causes are as follows:

e Ifthe KAVUS5285-E message (There is no the database table, or it is short of the system
resources. (reason-location)) is output to the integrated trace log:
If you are using QUEUE jobs or submit jobs, the job execution environment database for QUEUE jobs and submit
jobs might not have been created correctly. Use the jpgimport command to create or re-create the job execution
environment database for QUEUE jobs and submit jobs. For details about how to create or re-create the database,
see 2.12.2 Procedure for re-creating the execution environment database for QUEUE jobs and submit jobs.

o Ifthe KAVUS5284-Emessage (It is short of the system resources. (reason-location))isoutput
to the integrated trace log:
System resources, such as semaphores, required for JP1/AJS3 operation might not be sufficient.
Check the estimate for system resources, make sure that system resources are sufficient, and then restart JP1/AJS3.

* If you start a JP1/AJS3 service when memory is insufficient, the KAVU1203-E message (The agent process
could not be started. (Reason code: 12)) or the KAVUI1204-E message (The manager process
could not be started. (Reason code: 12)) might be output to the integrated trace log. If either message

is output, reconsider the memory estimate. If any unnecessary applications are running, stop them and restart the
JP1/AJS3 service.

¢ When you start a JP1/AJS3 service, the KAVUI1203-E message (The agent process could not be
started. (Reasoncode: Oxffffffff))orthe KAVU1204-E message (The manager process could
not be started. (Reason code: Oxffffffff)) might be output to the integrated trace log. If either
message is output, initialization of the JP1/AJS3 service might have failed. Check the message that is output

immediately before this message in the integrated trace log, eliminate the cause of the error, and then restart the JP1/
AJS3 service.

e When the JP1/AJS3 service is started, the following messages might be output to the integrated trace log:
e KAVUI1103-1 Process monitor (logical-host-name) is already running on the same host.

e KAVU4111-E Job queuing control (logical-host-name) or jpgimport command is already
running on the same host.

¢ KAVS0500-E Scheduler service has already started.

If any of the messages above are output, the JP1/AJS3 service might have terminated abnormally without stopping
JP1/AJS3 processes. In this case, forcibly terminate the remaining JP1/AJS3 processes, and then restart the JP1/
AJS3 service as described below.

In Windows:
On both the physical and logical hosts, stop the JP1/AJS3 service, and then use the task manager to check whether
JP1/AJS3 processes remain. If JP1/AJS3 processes remain, use the task manager to terminate them forcibly or
restart the system.

In UNIX:

If the JP1/AJS3 service on the physical host cannot be started, stop the JP1/AJS3 service on both the physical
and logical hosts, and then execute the ps command to check whether JP1/AJS3 processes remain. I[f JP1/AJS3
processes remain, use the ki11 command to terminate them forcibly.

Ifthe JP1/AJS3 service on the logical host cannot be started, executethe jajs killall.cluster command
on that logical host to terminate the remaining processes forcibly.
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o Ifthe KAVS8033-E message (An error occurred during the processing of the
connection source restriction function. (code: cause-code, host: host-name)
maintenance-information) is output to the integrated trace log:

Reading of the connection permission configuration file might have failed. Confirm the following:
* The connection permission configuration file is in the environment settings storage folder.
* You have access permission for the connection permission configuration file.

* If you try to start the JP1/AJS3 service without entering the IP address of the local host in the manager connection
permission configuration file, the KAVU4335-E message (The request sent from the host
(connection-source-1P-address) was ignored. (reason, host-name)) is output to the integrated trace log,
and the JP1/AJS3 service stops. If this message is output, enter all IP addresses, including the loopback and logical
host IP addresses, that might be used as the connection source IP address in the manager connection permission
configuration file, and then try to start the JP1/AJS3 service.

(2) A JP1/AJS3 service takes too much time to start

When JP1/AJS3 starts, it requests the authentication server to perform initialization. Even if the authentication server
is not running, JP1/AJS3 can still start, but startup takes time.

To prevent a slow startup, before you start JP1/AJS3, start the authentication server.

2.1.3 Troubleshooting problems related to JP1/AJS3 operation

(1) JP1/AJS3 does not function normally
Check for the following:

* JP1/AJS3 is not in a status in which programs can stop, such as the standby, resume, and suspended status.

¢ Ifyou have changed the system time, make sure that you did so by using the procedure described in 8.9.3 Changing
the date and time of the system in the Job Management Partner 1/Automatic Job Management System 3
Administration Guide.

(2) An error occurs during communication using IPv6 addresses

Check the items listed below. For details about IPv6 addresses, see 2.3.3 Communication using IPv6 addresses in the
Job Management Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

» Ifthe JP1/AJS3 service does not start on the manager host, make sure that the manager host is an [Pv4/IPv6 host.
The JP1/AJS3 service does not start unless the manager host supports the IPv4 protocol.

¢ If communication using IPv6 addresses is impossible, execute the jplping command to check the connection
with the destination host. For details, see the Job Management Partner 1/Base User's Guide.
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2.2 Troubleshooting problems related to the job execution environment

This section describes how to troubleshoot problems related to the job execution environment.

If an error has occurred on the existing agent host or if an agent host whose configuration definition can be changed is
a remote host, take the following action:

Create an execution agent by using the ajsatgadd command. If you are using QUEUE jobs and submit jobs, use the
jpgimport command to define the configuration of the execution environment for QUEUE jobs and submit jobs.
Then use the jpgagtadd command or the jpggueopen command to enable the new agent to be used.

If you specify 1 for the AutoCreate environment setting parameter at setup, an alternate execution agent or agent is
automatically added when a job is submitted. You also can use the added alternate execution agent or agent to execute
the job.

System administrators must specify the automatic definition of agents at setup to be ready for potential emergencies
such as an agent host failure. If jobs are to be executed with the automatic definition of agents enabled, the user executing
the jobs must be a JP1 user with JP1 _JPQ User permission and JP1 _JPQ_ Admin permission. Because an error could
occur if any of the following conditions exists, make sure beforehand that they will not arise:

* Memory becomes insufficient.

* Disk space becomes insufficient.

* Access to the database fails.

* An existing queue is already using the same name.

* The number of agents reaches the maximum number that has been defined.

¢ A communication error that disables connection to the manager host occurs.

¢ The event/action control manager process is no longer running.

* Access permission for adding an execution agent or an agent has not been granted.
Use the following procedure to set the automatic definition of agents and to execute a job.
To set the automatic definition of agents:

1. Configure the AutoCreate environment setting parameter.
Specify the value for the AutoCreate environment setting parameter as follows:
"AutoCreate"=dword:1

If a failure occurs on the agent host, perform the following step:

2. Execute a job.

For JP1/AJS3 - View (for Windows):

Specify the name of the agent host to be automatically defined in Exec-agent in the Define Details dialog box
for the job, and register the job for execution.

For the jpgjobsub command:

Specify the name of the agent host to be automatically defined in the —ah option and execute the command.

Cautionary notes

e An execution agent is added when a job is registered for execution. If the job fails, the execution agent will
remain. If you want to delete the execution agent, use the ajsagtdel command.
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* An agent is added when a job is submitted. If the job fails, the agent will remain. If you want to delete the agent,

use the Jpgagtdel command.

* If'you want to enable the automatic definition of agents while JP1/AJS3 is running, you need to restart JP1/

AJS3.
Supplementary note

The setting values for an automatically added execution agent and the setting values for the default queue for an
agent are the same as the default setting values specified at setup. The following table lists the default setting values.

Table 2-1: Setting items and default values for an added execution agent

Setting item for the execution agent

Execution host name

Maximum number of concurrently executable jobs
Job transfer restriction status

Explanation

Default value

Same as the execution agent name

00:00-00:00=5 (maximum of five concurrent jobs, 24 hours a day)
Enabled

None

Use the ajsagtalt command to change the setting values of execution agents. For details about this command,
see ajsagtalt in 2. Commands in the manual Job Management Partner 1/Automatic Job Management System 3

Command Reference 1.

Table 2-2: Setting items and default values for an added agent and the default queue of the

agent
Setting item for the default queue

Period for changing the concurrently executable job limit and the
value of the limit

Maximum number of jobs

Warning level for the number of jobs
Status of the job entrance

Status of the job exit

Agent to be connected

Priority level of the agent

Default value

00:00-00:00=5 (maximum of five concurrent jobs, 24 hours a day)

100

80

open

open

Local agent host

1

You can use the following commands to change the setting values for an added agent and the default queue of the

agent:

* jpgagtalt

* jpgquealt

* jpgqueopen

* jpggqueclose
* jpgagtlink

* jpgagtunlink

For details about the commands, see 3. Commands Used for Special Operation in the manual Job Management
Partner 1/Automatic Job Management System 3 Command Reference 2.
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2.3 Troubleshooting problems related to login to JP1/AJS3 - View

This section describes how to troubleshoot problems that might occur when you attempt to log in to JP1/AJS3 - View.

2.3.1 Troubleshooting problems if you are unable to log in to JP1/AJS3

Possible causes are as follows:

e [fthe KAVV400-E message (Cannot connect to the host (host-name) . Detailed information:
port-number, IP-address) is output:

Check the following and take appropriate actions.

¢ Check whether the following command can be executed normally:
ping [P-address-or-host-name-of-destination-host
If the destination host does not send a response, the destination host is not running or is unable to connect to the
network.
* Check whether the JP1/AJS3 service is running on the destination host.
To check the service status:
In Windows:
In the Services dialog box or the Services window, check whether the status of the JP1/AJS3 service is Start.
Alternatively, open the Task Manager window, and on the Processes page, check whether the ajsinetd process
is running.
In UNIX:
Execute the ps command to check whether the ajsinetd process is running.
* Check whether there is a firewall between the source and destination hosts. If there is, check whether packet

filtering is configured correctly. To do so, read the explanation in A. List of Port Numbers in the Job Management
Partner 1/Automatic Job Management System 3 System Design (Configuration) Guide.

* Check whether the port number in the message matches the port number defined in the services file of the
destination host.

e Ifthe KAVV412-E message (The host name is specified incorrectly.)is output:

Specify settings so that the host name can be resolved.

o Ifthe KAVV452-E message (Cannot connect because the number of connections
exceeded the maximum.) is output:

Check the following environment setting parameters to determine if the settings for the maximum number of JP1/
AJS3 - View connections for logical hosts or for scheduler services are correct:

* MAXSESSION environment setting parameter (maximum number of JP1/AJS3 - View connections for logical
hosts)

* SERVICEMAXSESSION environment setting parameter (maximum number of JP1/AJS3 - View connections
for scheduler services)

For details, see 2.2 Setting up the scheduler service environment in the Job Management Partner 1/Automatic Job
Management System 3 Configuration Guide 2.

e Ifthe KAVV457-E message (The user name or password is invalid.) is output:

¢ Check whether the JP1 user name and password you entered for login are correct.
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* Check whether the JP1 user name and password you entered for login are registered correctly on the
authentication server for the connection destination.

* If the primary authentication server is blocked in an environment where a secondary authentication server is
installed, check whether the user settings on the primary authentication server are identical with those on the
secondary authentication server. It is possible that if you changed your password, the new password might not
have been registered on the secondary authentication server and is registered only on the primary authentication
server.

o Ifthe KAVV458-E message (User mapping failed. The user was not associatedwithanOSuser
at the connection destination.)is output:

Execute the Jbsgetumap command on the destination host, check the standard output data, and check the points
discussed below. For details about the jbsgetumap command, see the Job Management Partner 1/Base User's
Guide.

 If'the JP1 user name that you entered when you logged in to JP1/AJS3 - Manager from JP1/AJS3 - View is not
directed to the standard output, the user mapping settings on the destination host are invalid (no mapping is
completed between JP1 users and OS users).

 Ifanything other than * is output as the server host name for the JP1 user name, check whether the server host
name matches the name of the local host.
Also see the explanation of user mapping in the Job Management Partner 1/Base User's Guide, and make sure
that the name of the local host is specified correctly.

* Make sure that the OS user name output to the standard output is the name of an existing OS user.
Also check the following if the destination host runs on Windows:

- Make sure that the OS user name to be mapped to the JP1 user name has not been changed in the JP1/Base
password management settings.

- Make sure that the password of any mapped OS user has not been changed in the OS.
- Make sure that the accounts of mapped OS users have not been locked out.
- Make sure that the accounts of mapped OS users have permissions that allow local logon.
e Ifthe KAVV459-E message (An error occurred in JP1/Base at the connection destination.)
is output:
Check the following:

* Make sure that the authentication server host name specified on the destination host is correct.

 Ifthe authentication server host name is correct, make sure that an authentication server is running on that host.

Note that if the local host is specified as the authentication server in a UNIX environment, you must set up JP1/
Base so that JP1/Base starts as the authentication server. For details, see the explanation of the authentication
server settings in the Job Management Partner 1/Base User's Guide.

e Ifthe KAVV3102-E message (Connection denied.) is output:

Check the KAVS8040-E message that is output to the integrated trace log on the connection destination manager
host. If necessary, add any required IP addresses in the manager connection permission configuration file, and then
execute the jajs pmtcon command.

2.3.2 Troubleshooting problems if the destination host is disconnected
immediately after login to JP1/AJS3

Possible causes are as follows:
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e Ifthe KAVV401-E message (The data to the connection destination could not be sent or
received.) is output:
If the destination host is a Windows host, its desktop heap area might be insufficient.
To reduce consumption of the desktop heap area on the destination host, specify the following environment setting
parameters:

e REUSELOGON environment setting parameter (method for starting the logon session process)
* LOGONSHMAX environment setting parameter (number of sessions sharing the logon)

For details, see 2.2 Setting up the scheduler service environment in the Job Management Partner 1/Automatic Job
Management System 3 Configuration Guide 2.
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2.4 Troubleshooting problems related to login from JP1/AJS3 Console
View

This section describes the actions to be taken for messages that might appear when you attempt to log in to JP1/AJS3
Console Manager from JP1/AJS3 Console View.

2.4.1 Troubleshooting problems if a message beginning with "KAVC"
appears

(1) If the KAVC4501-E message (Cannot connect to the connection
destination host or JP1/AJS3 Console Manager service on the
connection destination host. Detailed information [(connection-
destination-port-number):(connection-destination-IP-address)]) is
displayed

Check the following and take action as necessary:

* Use the ping utility to ping the destination host. If pinging fails, the destination host either is not running or is

unable to connect to the network. Start the destination host or make it possible for the destination host to connect
to the network.

¢ Check whether the JP1/AJS3 Console Manager service is running on the destination host.

To check the service status:

In Windows:

In the Services dialog box or Services window, check whether the status of the JP1/AJS3 Console Manager
service 1s Start.

In UNIX:
Execute the ps command to check whether the ajscminetd process has started.

¢ Check whether there is a firewall between the source and destination hosts. If there is, check whether packet filtering
is configured correctly.

* Check whether the port number in the message matches the port number defined in the services file of the
destination host.

(2) If the KAVC4504-E message (The host name is specified incorrectly.)
is displayed

Specify settings so that the host name can be resolved.

(3) If the KAVC4511-E message (The user name or password is invalid.)
is displayed

Check the following and take appropriate action:

¢ Check whether the JP1 user name and password you entered for login are correct.
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* Check whether the JP1 user name and password you entered for login are registered correctly on the authentication
server for the connection destination.

¢ [fthe primary authentication server is blocked in an environment where a secondary authentication server is installed,
check whether the user settings on the primary authentication server are identical with those on the secondary
authentication server. It is possible that if you changed your password, the new password might not have been
registered on the secondary authentication server and is registered only on the primary authentication server.

(4) If the KAVC4512-E message (The Access Control Server at the
connection destination could not be connected.) is displayed

Check whether the host name of the authentication server specified on the connection destination host is specified
correctly.

If the host name of the authentication server is specified correctly, check whether the authentication server is running
on the host.

Note that if the local host is specified as an authentication server in a UNIX environment, you must set up JP1/Base so
that JP1/Base starts as an authentication server. For details, see the explanation of the authentication server settings in
the Job Management Partner 1/Base User's Guide.
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2.5 Troubleshooting problems if the status is Unknown when JP1/AJS3
Console is in monitoring mode

This section describes the action to be taken when the status displayed in monitoring mode is Unknown.

Take action based on the message displayed in Information in the Detail Information - [AJS3 Unit Monitored Objects]
dialog box.

2.5.1 Troubleshooting problems if a message beginning with "KAVC6"
appears

(1) KAVC6xxx-E messages

If a message from KAVC6001 to KAVC7000 appears, take the action described for the applicable message in 2.2
Messages beginning with KAVC (Messages about JP1/4JS3 Console) in the manual Job Management Partner 1/
Automatic Job Management System 3 Messages 1.

2.5.2 Troubleshooting problems if a message beginning with "KAVS"
appears

(1) KAVSxxxx-E messages

Take the action described in the applicable message in 2.3 Messages beginning with KAVS (Messages about the
scheduler and the common processing) in the manual Job Management Partner 1/Automatic Job Management System
3 Messages 1.

For the following messages, take the action described.

(a) If the KAVS1600-E message (The specified unit name is invalid.) is displayed

Possible causes are as follows:

* The specified unit does not exist.
* The user does not have the required permission for the specified unit.
* The unit type of the specified unit is one of the following:
* Manager job group or manager jobnet
* Nested jobnet or job (the unit must belong to a level lower than the root jobnet)

¢ In the user mapping settings specified on the JP1/AJS3 Console Agent host, the OS user is mapped to a JP1 user
able to access from the JP1/AJS3 Console Manager host, but the OS user is not mapped to a JP1 user on the JP1/
AJS3 Console Agent host.

For the AJS3 unit to be monitored, specify a unit whose status you are able to obtain.
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(b) If the KAVS1601-E message (Requests to the specified unit could not be
processed.) is displayed

The status cannot be obtained because requests to the specified unit are not supported.

For the AJS3 unit to be monitored, specify a unit whose status you are able to obtain.

(c) If the KAVS1005-E message (Cannot connect to Access Control Server.) is
displayed

Possible causes are as follows:

* An incorrect authentication server was specified during setup of JP1/Base on the monitored host after monitoring
started.

* The authentication server specified on the monitored host stopped after monitoring had started.

» After monitoring started, the monitored host and the authentication server host could not connect over the network.

Eliminate the cause of the error. When this has been done, the correct status will be displayed on the monitored host
the next time that the status is acquired.
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2.6 Troubleshooting problems if processing of a jobnet with a start
condition is delayed

In some cases, when a large number of events occur unexpectedly for a specific jobnet with a start condition, processing
is delayed because large quantities of unprocessed data are stored on the event/action control manager. For example,
an operation for an event job is delayed or an event job does not end quickly even if an event that matches the specified
condition occurs.

In such cases, you can end the delay by deleting the information contained in the event/action control manager.
The following example shows how you can restore operational status if a system problem occurs:

1. A large number of events occur unexpectedly for a specific jobnet with a start condition.

2. The manager host slows down because there is too much data to be processed, causing other event jobs to be held
in queues or other problems to occur.

3. The event/action control manager outputs the KAVT0333-W message to the integrated trace log.
4. Youreceive the message output in step 3, and notice that a problem has occurred on the event/action control manager.

5. Execute the jpomanevshow command to obtain information about the agents that frequently send data, and the
jobnet with a start condition.

6. Use the information you obtain in step 5 (unit ID) and either of the following commands to identify the name of the
jobnet related to the problem.

* ajsname command

This command outputs the unit name to the standard output file.

e jpomanjobshow command

This command outputs a list of event jobs being executed on the manager to the standard output file.

7. Forcibly terminate the jobnet with a start condition identified in step 6.
If the termination is successful, troubleshooting ends here.

8. If you could not stop the jobnet in step 7 or could not identify the jobnet name in step 6, assume that it will be difficult
to restore operational status while JP1/AJS3 is running, and stop the scheduler service.

9. On the agent with the problem, execute the jpomanevreset command for the scheduler service you stopped in
step 8, and restore the status of the event/action control manager.

10. If you use the jpomanevreset command to continue the event job or the start condition, eliminate the cause of
the problem in step 1 on the applicable agent host.

11. Start the scheduler service you stopped in step 8.

For details about the commands, see 2. Commands in the manual Job Management Partner 1/Automatic Job
Management System 3 Command Reference 1. For details about how to stop the scheduler service, see 8.5.2 Stopping
the scheduler service in the Job Management Partner 1/Automatic Job Management System 3 Administration Guide.
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2.7 Troubleshooting problems related to jobs and jobnets

This section describes how to troubleshoot problems related to jobs and jobnets.

2.7.1 Troubleshooting problems related to the registration of jobs and
jobnets for execution

If an error occurs during registration for execution, the following schedule rules might be specified for the root jobnet.
Do not specify these schedule rules.

* A past date is specified as a start date, and no processing cycle is set in the schedule rule.

* Aninvalid date (for example, 2/30) is specified as a start date in the schedule rule.

¢ A closed day is specified as a start date in the schedule rule, but no closed day is specified in the calendar definition
to be used.

* Aclosed day is specified as a start date in the schedule rule, but Do not execute is specified as the substitute schedule
method for closed day jobs.

* Do not execute is specified as the substitute schedule method for closed day jobs in the schedule rule, but closed
days are specified in all the calendar definitions to be used.

* The same schedule rule as that for a jobnet specified in the exclusive schedule is set. (All planned executions must
be in the exclusive schedule.)

* A definition that disables calculation of the same execution date from the schedule rule number that corresponds to
a schedule rule number of an upper level jobnet is created.

 Ifan invalid unit, such as one that does not exist, is specified in a job group or exclusive schedule that references
the calendar, the status of the jobnet becomes shutdown status.

* For a schedule that is planned to be executed soon, the schedule is changed dynamically according to the status and
time so that the planned execution might not be carried out as scheduled.

If any of the above schedules is set in a nested jobnet, the jobnet is handled as Not sched. to exec., and execution does
not occur until the status is temporarily changed.

2.7.2 Troubleshooting problems related to standard jobs, action jobs, and
custom jobs

This subsection describes how to troubleshoot problems that might occur when you execute standard jobs, action jobs,
and custom jobs.

(1) Executing a standard job, action job, or custom job results in a startup
failure

Possible causes are as follows:

* A directory mounted on NFS or a similar file system connected to a network is used in the following definition
parameters:

 Standard output file name for the job
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» Standard error output file name for the job

* Work path for the job

* Work directory for job environment settings

* Home directory of the execution OS user
If a directory mounted on NFS or a similar file system connected to a network is used in any of the above definition
parameters, a job might fail to start.

If a job fails to start, check whether you can access the file or directory specified in the above definition parameters
by using the OS user who executes the job. If you cannot access the file or directory, change the permission for the
file or directory so that you can use the OS user who executes the job to access the file or directory. Alternatively,
move the file to a directory that you can access from the OS user who executes the job.

* For queueless jobs (PC jobs, Unix jobs, and actions jobs for which Queueless Agent is specified in Exec.
Service), host names specified in Exec-agent are case sensitive. Make sure that the host names specified on the
hosts that execute queueless jobs are correctly specified in Exec-agent.

o Ifthe KAVU4571-W message (The user mapping (JPI-user-name) at the agent (agent-host-name)
failed.) is output to the integrated trace log:

User mapping might not be specified correctly. For example, user mapping might not be specified on the host that
executes a job, or the specified JP1 user or execution user might not be registered.

Check the user mapping settings, and re-execute (re-register) the job.
o Ifthe KAVU4580-W message (The user (user-name) does not have administrator permission at
the agent (agent-host-name) .) is output to the integrated trace log (for UNIX only):

An execution user without superuser privilege might have attempted to execute a job with job execution priority 4
or 5.

To execute a job with job execution priority 4 of 5 in UNIX, the execution user must have superuser privilege
(root user).

In Windows, however, the execution user does not need to be a member of the Administrators group to execute a
job with job execution priority 4 or 5.

e Ifthe KAVU4512-W message (The specifiedqueue (queue-name) doesnot exist.)orthe KAVU4511-
W message (The specified agent (agent-host-name) does not exist.)is output to the integrated trace
log:

The name of the specified execution host or queue for the QUEUE job or submit job might be invalid.
Check whether the execution environment has been created correctly for the QUEUE job or submit job.

To check, execute the jpgexport command and output the agent name (job execution host name) or queue name
that is currently defined to a file. Agent names are not case sensitive. Queue names are case sensitive.

After checking the agent name and the queue name, re-execute (re-register) the QUEUE job or submit job.

e If the KAVU4514-W message (The job cannot be registered because the entrance to queue
(queue-name) is closed.) is output to the integrated trace log:
The queue might not be ready to accept the QUEUE job or submit job.
Execute the jpgqueshow command to check the status (ENTRYSTATUS) of the job entrance of the queue. To
check the status of the job entrance of the default queue for an agent, specify the agent host name with the —ah
option specified. To check the status of the job entrance of other queues, specify the queue name with the —g option
specified.
If the job entrance is closed (when ENTRYSTATUS : CLOSE is specified), execute the jpgqueopen command to
open the job entrance.

e Ifthe KAVU4515-W message (The job cannot be registered because the queue (queue-name)
reached the maximum number of jobs (maximum-number) .) is output to the integrated trace log:
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The number of QUEUE jobs or submit jobs might have reached the maximum number that can be queued.

Execute the jpggue show command to check the maximum number (MAXQUEUE) for QUEUE jobs or submit jobs.
During operation, make sure that the number of QUEUE jobs or submit jobs stays below the maximum number.
To change the maximum value for QUEUE jobs and submit jobs, use either the jpgguealt command to change
the maximum number of jobs in a queue, or the jpgimport command to re-create the job execution environment
database for QUEUE jobs and submit jobs. For details about how to re-create the database, see 2.12.2 Procedure
for re-creating the execution environment database for QUEUE jobs and submit jobs.

o Ifthe KAVU4520-W message (The job cannot be registered because the system already
reached the maximum number of jobs (maximum-number) , as stipulated in environment
setting (logical-host-name) .) is output to the integrated trace log:

The number of QUEUE jobs or submit jobs might have reached the maximum number that can be queued in the
system.

The maximum number of jobs allowed in the system is specified in the Max imumContent Job environment setting
parameter.

During operation, make sure that the number of QUEUE jobs and submit jobs stays below the maximum number
of jobs allowed in the system.

If you want to change the maximum number of jobs allowed in the system, see the Release Notes, and specify an
appropriate value.

e Ifthe KAVU3586-W message (The privilege for service account was not set.)orthe KAVU3571-
W message (User mapping (JPI-user-name) failed.) is output to the integrated trace log (for Windows
only):

The JP1/AJS3 service account might not be set up as a user account. In addition, the user account might not have
the necessary permissions.

Set up the JP1/AJS3 service account as a user account and grant the necessary permissions. For details about setting
up accounts for JP1/AJS3 services, see 4.2 JP1/4JS3 service settings in the Job Management Partner 1/Automatic
Job Management System 3 System Design (Configuration) Guide. If you change the JP1/AJS3 service account,
restart the JP1/AJS3 services.

o Ifthe KAVU4581-W message (The execution file (file-name) at the agent (agent-host-name) is not
an executable file.)is output to the integrated trace log:
The application file name associated with the file type might contain a space character.

In Windows Explorer, click View and then Options to display the Options dialog box. On the File Types page of
the dialog box, check the associated application. If the application name contains a space character, enclose the file
name in double quotation marks (").

e Ifthe KAVU4531-W message (The agent (agent-host-name) host name might be invalid.)is output to
the integrated trace log:
The agent host name might be invalid, or resolution of the agent host name to an IP address might not be possible.
Check whether the agent host name is valid. Also check the hosts file to make sure that the host name can be
resolved to an IP address.

o If the KAVU4530-W message (The agent (agent-host-name) might have stopped, or an obstacle
might have occurred.) is output to the integrated trace log:

The JP1/AJS3 service on the agent (job execution host) or the computer itself might have stopped, or a network
error might have occurred.

Check the status of the agent, JP1/AJS3 service, and network.

e Ifthe KAVU3521-W message (The job (job-number) process could not be generated. (reason
code : reason-code) ) is output to the integrated trace log:

An attempt to start the job might have failed because of insufficient memory.
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Check the memory size estimate.

e Ifthe KAVU4597-W message (A missed job at the agent (agent-host-name) was forcibly
terminated.) or the KAVU4538-W message (The status of job (job-number) missed at the agent
(agent-host-name) was changed to recovered (status) .) is output to the integrated trace log:

The above messages are output in the following cases:

* When a job is being executed on JP1/AJS3 - Manager, the JP1/AJS3 - Manager host or a JP1/AJS3 process goes
down, after which JP1/AJS3 - Manager is restarted.

* When a job is being executed on a remote execution host (agent), the execution host or a JP1/AJS3 process goes
down, after which JP1/AJS3 on the execution host is restarted.

* When a job is being executed on a remote execution host (agent), the JP1/AJS3 - Manager host and then the
execution host go down, after which the JP1/AJS3 - Manager host and the execution host are restarted.

For QUEUE jobs and submit jobs, if a job is forcibly ended without its end status being reflected in the job execution
environment database, the end status of the job becomes unknown, and a KAVU4597-W message or a KAVU4538-
W message is output.

Register the applicable jobnet or job for re-execution as needed.

e Ifthe KAVU4546-W message (The PATH variable could not be acquired at the agent (agent-host-
name) .) is output to the integrated trace log (for UNIX only):
Check the login script of the execution OS user for any condition that causes processing to end prematurely.
If the login script contains any entries unnecessary for job execution by JP1/AJS3, either delete them, or skip them
by appropriately specifying the JP1 JobID environment variable.

e Ifthe KAVUS5282-W message (A systemcall error occurred during a database process.
(module : reason-location [reason-code] , reason code :reason-code) ) is output to the integrated trace log:
The number of job information items regarding QUEUE jobs and submit jobs might have exceeded 200,000.

Use the following procedure to change the number of days for retaining job information, and re-create the job
execution environment database for QUEUE jobs and submit jobs.

To re-create the job execution environment database:
1. Change the number of days for retaining job information.
Specify a number of days so that the number of job information items will not exceed 200,000.
Use the jajs_config command to specify the PreserveTerm environment setting parameter.

2. Use the Jpgimport command to re-create the job execution environment database for QUEUE jobs and submit
jobs.

o Ifthe KAVU3577-W message (A system call (function-name) error occurred in a job execution
process. (reason code:reason-code)) is output to the integrated trace log (for UNIX only):

The directory specified in the work path for job execution might not be treated as the current directory. The directory
specified in the work path is the directory that operates as the current directory.

o Ifthe KAVU4548-W message (The temporary file at the agent (agent-host-name) cannot be
accessed.) or the KAVU4583-W message (The execution shell ismissing at the agent (agent-
host-name) .) is output to the integrated trace log, the OS user mapped to the JP1 user might not be able to log in
to the OS. If a message is output, check the following:

* [fthe KAVU4548-W message is output

Check whether the home directory specified in /etc/passwd exists.

e Ifthe KAVU4583-W message is output
Check whether the login shell specified in /etc/passwd exists.
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e Ifthe KAVU7533-E message (The execution user (user-name) mapped from JP1 user (host name
= host-name, JP1 user = user-name) is invalid. (Reason code: 1326))isoutput to the integrated trace
log, in Windows, the access token of the OS user who executed the job might not have been obtained. Possible
causes are as follows:

* The access token could not be obtained because of a temporary error in the Win32API functions.

 If the user who executed the job is a domain user, the domain user could not log on temporarily because the
domain controller was not running or for another reason. During JP1/AJS3 operation, an access token is obtained
when a job is executed. However, JP1/AJS3 is not aware of the number and status of domain controllers at that
point. You must therefore be careful when you restart a domain controller while a job is being executed.

To avoid the above situations that temporarily prevent an access token from being obtained, you can specify settings
to enable the reuse of access tokens. Doing so reduces the number of times required to obtain access tokens to a
minimum and the number of such errors. For details, see 6.2.17 Reusing access tokens for job execution in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 1.

Also note that when you reuse access tokens, the method of using the desktop heap changes.

Thoroughly verify operation of the entire system to avoid any problems. For details, see 6.2.17(3) Notes in the Job
Management Partner 1/Automatic Job Management System 3 Configuration Guide 1. For details about access
tokens, see 5.4.1 User account for job execution in the manual Job Management Partner 1/Automatic Job
Management System 3 Overview as well.

e Ifthe KAVU4721-E message (The request was rejected. (job-number)) is output to the integrated
trace log:

Check the KAVU3296-E message that is output to the integrated trace log on the host where the job was to be
executed. If necessary, add any required IP addresses in the agent connection permission configuration file, and then
execute the jajs pmtcon command.

e Ifthe KAVS8029-E message (The request was rejected. (unit-name))isoutput to the integrated trace
log:
Check the KAVS8039-E message that is output to the integrated trace log on the host where the job was to be
executed. If necessary, add any required IP addresses in the agent connection permission configuration file, and then
execute the jajs pmtcon command.

(2) Executing a standard job, action job, or custom job results in an
abnormal end

Possible causes are as follows:

¢ An environment variable used in executing the job might be invalid. There are two types of environment variables:
those that are defined directly in a job and those that are specified in an environment variable file.

To check whether inappropriate environment variables are being used, see /.4 Environment variables in the manual
Job Management Partner 1/Automatic Job Management System 3 Command Reference 1.
* A file name specified in a job might be invalid.
Check the following regarding file names:
* Each job execution file name (execution file name for Windows and script file name for UNIX), environment
variable file name, standard input file name, standard output file name, and standard error output file name must

be unique. (An exception is that the standard output file name and the standard error output file name can have
the same name).

* The standard output file name and the standard error output file name must be different for jobs that are executed
concurrently.
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* The standard output or the standard error output might have been competing for use of the redirect destination during
processing of the executable file specified in a job. Check the following:

* Make sure the standard output file or the standard error output file specified in the job is different from the
redirect destination file for the standard output or the standard error output specified in the executable file.

* Ifyou concurrently execute multiple jobs with executable files specified, make sure different file names are
specified as the redirect destinations for the standard output and the standard error output in the executable file.

* The settings in /etc/logingroup might be invalid (when the execution host is HP-UX).

If an OS user who executes a job belongs to multiple groups and needs to access multiple groups, login groups must
be specified in /etc/logingroup. If login groups are not specified in /etc/logingroup, only those group
IDs defined in /etc/passwd are valid. Any group IDs not defined in /etc/passwd are invalid. For example,
if an OS user named jpluser belongs to groups A and B (group A is defined in /etc/passwd and group B is
not defined in /etc/passwd), the OS user cannot reference the files of group B. To enable access to multiple
groups, copy the group definition in /etc/group to /etc/logingroup, or create a symbolic link between /
etc/group and /etc/logingroup. For details, see the documentation for the OS.

* The following commands might not operate correctly, as described below (when the execution host is Windows):

* When a job containing the net use command is executed, an attempt to disconnect a network folder fails.
Two measures are available for handling this problem.

The first is to specify the net use command in a single batch file that is used to connect and disconnect network
folders.

The second is to change the account for the applicable JP1/AJS3 service to a user account and execute the job
containing the net use command with the new account for the JP1/AJS3 service (user account). For details
about how to change the account for a JP1/AJS3 service to a user account, also see 4.2.3 Changing the JP1/4JS3
service settings (Windows only) in the Job Management Partner 1/Automatic Job Management System 3 System
Design (Configuration) Guide.

* When a job containing the £tp command is executed, standard output data is not output.
Two measures are available for handling this problem.
The first is to specify the —v option in the £tp command.

The second is to specify CON as the standard input file name, standard output file name, and standard error output
file name when you define the job. If you specify CON for these file names, data is output to the standard output
file and standard error output file. However, the standard error output messages related to the job are not output
to JP1/AJS3 - View when you use JP1/AJS3 - View to display the detailed execution results. In addition, you
cannot use the Jjpgjobget command to obtain information from the standard output file and the standard error
output file.

Cautionary note

If the same problem occurs when you use a command other than the ftp command, specify CON as described
above.

* When a job containing a command other than those described above is executed, the job does not run correctly.

JP1/AJS3 jobs are executed as services that are independent of the logon session of OS users so that JP1/AJS3
jobs can be executed even if an OS user has not logged on to Windows. Accordingly, the execution results of
jobs might not be the same when JP1/AJS3 is used to execute the jobs and when the Command Prompt window
is used to execute the jobs.

You can use the AT command or Task Scheduler provided by Windows to check whether jobs are executed
correctly from a Windows service (at this time, the Schedule service or the Task Scheduler service of Windows
starts the jobs). If a job does not run correctly from a Windows service, it will not run correctly from a JP1/AJS3
service, either. In such cases, you must check the commands and programs used in the job, and correct them if
necessary.

The verification procedure is as follows when the browser is Internet Explorer 4.0 or later.
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When using Internet Explorer 4.0 or later
To check the commands and programs used in a job:

1. In Windows, open the Services dialog box, and clear the Enable Service to interact with Desktop check
box for the Task Scheduler service.

2. Restart the Task Scheduler service.

3. On the desktop, click the My Computer icon and open the Scheduled Tasks folder.

4. Use the wizard to set up a task.

When you set up the task, specify the job to be executed and the account of the execution user.
5. Check the execution result of the job.

Note that the Schedule service, the Task Scheduler service, and the JP1/AJS3 service generate job processes in
slightly different ways. Therefore, even if a job does not run correctly when JP1/AJS3 is used, it might run
correctly when a Windows service is used. For example, JP1/AJS3 might not be able to reference the information
about the printers and applications specified in the logon session of an OS user if the information is stored in
the registry. This is so even if the account of the OS user is specified for the execution user of the job, (sometimes
with result the printing to a printer from the job, or application startup is not done correctly). In such cases, the
OS user who executes the job must log on to Windows (execution host of JP1/AJS3) and execute the job.

Alternatively, specify the necessary settings as described in 6.2.16 Executing a job that requires a user profile
in the Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 1.

If you want to grant only users of the local server the access permissions for execution users, specify OS users
in server-name\ user-name format.

* Job startup might fail because memory is insufficient.
Check the memory size estimate.

* If'the following messages are output to the integrated trace log (for Windows only):

*» KAVU4254-E message (It cannot access the database (logical-host-name) . (reason
code : reason-code) )

* KAVU5287-E message (The database table is locked. (reason-location))

These messages appear if the ISAM files for the job execution environment cannot be accessed when a QUEUE job
or a submit job is executed. Make sure that the following are not executed simultaneously:

¢ Data collection tool of JP1/AJS3

¢ A command that operates on the ISAM database, such as a command that verifies or condenses the ISAM
database for JP1/Base or JP1/AJS3 (except for the jpgdbcond —-L command)

* A backup program

Additionally to the above, the same problem might occur if a program is executed to open the database file for the
job execution environment for QUEUE jobs and submit jobs in exclusive mode or in share mode in which only
reading of files is shared. When you schedule this type of task, schedule it so that it will not be executed while jobs
are being run.

¢ If the following messages are output to the integrated trace log (for UNIX only):

* KAVU4547-W message (You are not authorized toaccess the temporary file at the agent
(agent-host-name) .)

* KAVU4560-W message (You lack access permission for the standard output file (file-
name) at the agent (agent-host-name) .)

* KAVU4563-W message (You lack access permission for the standard error output file
(file-name) at the agent (agent-host-name) .)

2. Troubleshooting Typical Problems

Job Management Partner 1/Automatic Job Management System 3 Troubleshooting 105



If the KAVU4547-W message is output, the owner group of the work directory might be the secondary group of the
job execution user, and the permission for the work directory might be 770 (the work directory is specified in the
WorkPath environment setting parameter in the [JP1 DEFAULT\JP1NBQAGENT\Process] definitionkey).
Ifthe KAVU4560-W or KAVU4563-W message is output, the owner group of the directory containing the specified
file (file-name in the messages) might be the secondary group of the job execution user, and the permission for the
directory might be 770.

Take one of the following actions:

e Ifthe KAVU4547-W message is output, change the access permission for the work directory so that the
secondary group can access the directory.

¢ Change the permission for the directory containing the specified file to one that allows the secondary group to
access the directory. Also, change the permission for the specified file to one that allows the secondary group
to read and write to the file.

¢ Change the owner group of the directory and the specified file from the secondary group to the primary group
of the job execution user.

* Enable the necessary options as specified in 15.2.18 Enabling the file access permission check for the ACL and
secondary group settings during job execution in the Job Management Partner 1/Automatic Job Management
System 3 Configuration Guide 1.

e Ifthe KAVU4551-W message (You are not authorized to access the execution file (file-
name) at the agent (agent-host-name) .) is output to the integrated trace log (for UNIX only):

The owner group of the directory containing the specified execution file (file-name in the message) might be the
secondary group of the job execution user and the permission might be 770.

Take one of the following actions:

* Change the permission for the directory containing the specified file to 771, and change the permission for the
specified file to 774.

¢ Change the owner group of the directory and the specified file from the secondary group to the primary group
of the job execution user.

* Enable the necessary options as described in 15.2.18 Enabling the file access permission check for the ACL and
secondary group settings during job execution in the Job Management Partner 1/Automatic Job Management
System 3 Configuration Guide 1.

* Sometimes, the execution file name of a job cannot be correctly determined.
In UNIX:
When $0 (script file name) is referenced in a script file, $0 might be replaced by a script file name beginning with
JPQ EXEC _instead of the script file name specified in the job definition.
This file name is the name of a script file that is temporarily created by JP1/AJS3 in the following cases (the script
file is created in the work path that is used when the job is executed):

* You execute a job containing the command that is specified in Command statement on the Definition page in
the Define Details - [UNIX Job] dialog box of JP1/AJS3 - View.

* You execute a script file whose name does not begin with # ! shell-name in Script file name on the Definition
page in the Define Details - [UNIX Job] dialog box of JP1/AJS3 - View".

* You execute a script file whose name does not begin with # ! shell-name in the —sc option of the jpgjobsub
command.

If the name of the execution shell is not written on the first line of the script file specified in Script file name,
JP1/AJS3 creates a temporary script file with the execution shell name added to the first line, and executes the
file as a job.
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If you specify a command in Command statement and a script file name in Script file name at the same time,
the specified command and script file name are merged into a temporary file in the sequence command and then
script file name. Therefore, when a command is specified in Command statement, a temporary file is created
regardless of whether an execution shell name is written in a script file (a temporary file is also created if a tab
or space character is specified in Command statement).

To avoid creating temporary script files, define jobs so that none of the above conditions arise.

In Windows:

When the first argument (%0 in a batch file) in an execution file for Windows is referenced, the first argument might
not be replaced by the execution file name specified in the job definition. This is because execution file names are
converted to short file names in 8.3 format when JP1/AJS3 starts jobs.

To start a job without converting the execution file name in 8.3 format, see 6.2.15 Executing a job by using a long
file name in the Job Management Partner 1/Automatic Job Management System 3 Configuration Guide 1.

 If the following message is output to the integrated trace log (for Windows only):

* KAVU7533-E message (The execution user (user-name) mapped from JP1 user (host name =
host-name, JP1 user name = user-name) is invalid. (reason code: 1792).)

If you execute a job with a user account that is different from the account for the JP1/AJS3 service and the Net
Logon service is not running, this message might be output and the job might end abnormally. If this message
appears, check whether the Net Logon service is running.

 [feither of the following error messages is displayed when a job ends abnormally (for Windows only):

e The job ends abnormally with return code 259 or -1, and the following message is output:
KAVU3284-W message (A systemcall error occurred in the internal process (logical-host-
name) . (module :reason-location [ reason-location] , reason code = 0x2013000a))

¢ The job ends abnormally, and the following message output to the standard error output for the job:
The process cannot access the file. The file is being used by another process.

The above might occur when both of the following conditions exist:

1. When you register a job, a standard output file or standard error output file is explicitly specified by using either
of the following methods:
- The file is specified in the detailed definition of the job.

- The file is specified in the job execution control command when you register the job.

2. Either of the following occurs for the file specified in step 1:

- In the program to be executed as a job, the file is opened with a function when the object-sharing method is
either read-protected or write-protected.

- In the batch file to be executed as a job, the file is opened by using redirection.

As the standard output file or standard error output file when you register a job, do not specify a file opened from
within a program executed as a job or opened by redirection from a batch fie. However, if the file is opened from
within the program by using a function call, you can get around the problem by opening the file with a setting that
permits shared reading or shared writing.

» Ifeither of the following messages is output to the integrated trace log:
* KAVU5501-E message (message-from-database-system)

* KAVU5290-E message (The database file size is larger than the 1imit, or memory could
not be allocated. (reason location: reason-location [reason-location], reason number:
reason-number) )

An ISAM file might be invalid.
These errors might occur if you perform one of the following operations:
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* You forcibly shut down the system or turn off the power while the JP1/AJS3 service is still running.
* You attempt to write to an ISAM file when there is insufficient disk space.

Check the status of the ISAM files. If an ISAM file is invalid, create the file again. For details about how to check
the status of ISAM files and re-create them, see 2.12 Troubleshooting problems related to invalid ISAM files.

* When you execute a job on an execution host running AIX or Linux, the resource limits defined for the user executing
the job might not take effect. This could cause the job to end abnormally due to insufficient resources.

In AIX and Linux, when you define resource limitsin /etc/security/limits (InLinux, /etc/security/
limits.conf) for the user executing a job, the values will not take effect when the job is executed. Therefore,
define the resource limits for the user (root) who starts JP1/AJS3.

For details, see Resource limits when Unix jobs are executed in 7.4 Notes on using Unix jobs in the Job Management
Partner 1/Automatic Job Management System 3 System Design (Work Tasks) Guide.

(3) The status of a standard job, action job, or custom job does not change

Possible causes are as follows:

o Ifthe KAVU3531-W message (The manager (logical-host-name) host namemight be invalid.)isoutput
to the integrated trace log:
The host name of the manager might be invalid, or the host name might not be resolved to an IP address.
Check whether the host name of the manager is valid. Also check the hosts file to make sure that the host name

can be resolved to an IP address. If a DNS server is used, specify settings so that FQDN-format host names will be
resolved to IP addresses.

* The number of currently running jobs might have reached the maximum number of concurrently executable jobs.
Execute the a j sagt show command to check the number of currently running jobs (JOB) and the maximum number
of concurrently executable jobs (CON-EXE).

Specify the maximum number of concurrently executable jobs taking into considering the execution time of jobs
and the number of jobs to be executed per unit time. To change the maximum number of concurrently executable
jobs, use the ajsagtalt command.

For details about this command, see ajsagtshow in 2. Commands in the manual Job Management Partner 1/
Automatic Job Management System 3 Command Reference 1.

To determine whether the maximum number of concurrently executable jobs has been reached when job execution
takes too much time or you cannot register a job, you can specify settings beforehand that output an appropriate
message to the integrated trace log. For details about how to specify these settings, see 6.2.13 Outputting a message
that reports that the maximum number of concurrently executable jobs has been reached in the Job Management
Partner 1/Automa