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Preface

This manual describes the syntax of the commands used with HIRDB Scalable
Database Server HIRDB Version 8.

Intended readers

This manual is intended for users who will be constructing or operating HiRDB
Version 8 ("HIRDB") relational database systems.

It is assumed that readers of this manual have the following:
* A basic knowledge of managing UNIX or Linux systems
* A basic knowledge of SQL
The following manuals should be read before reading this manual:
*  HiRDB Version 8 Installation and Design Guide
*  HiRDB Version 8 System Operation Guide
Organization of this manual
This manual consists of the following 18 chapters and appendixes:
Chapter 1. Overview of Commands

Chapter 1 explains the methods of entering commands and the descriptive format
for commands.

Chapter 2. Operation Commands
Chapter 2 explains the operation commands that can be used with HiRDB.
Chapter 3. Database Initialization Utility (pdinit)

Chapter 3 describes the database initialization utility that defines a physical
structure that, in turn, permits files to be used as a HIRDB database.

Chapter 4. Database Definition Utility (pddef)

Chapter 4 describes the database definition utility that permits modifications of
schema definitions and contents.

Chapter 5. Database Load Utility (pdload)

Chapter 5 describes the database load utility that stores user-provided data in a
table.



Chapter 6. Interactive SQL Execution Utility (pdsql)

Chapter 6 explains the interactive SQL execution utility that can interactively
execute SQL statements.

Chapter 7. Database Structure Modification Utility (pdmod)

Chapter 7 explains the database structure modification utility that can modify the
physical structure of a database, such as by adding an RDAREA, expanding the
database, or reinitializing the database.

Chapter 8. Database Reorganization Utility (pdrorg)

Chapter 8 explains the database reorganization utility for maintaining tables and
indexes.

Chapter 9. Dictionary Import/Export Utility (pdexp)

Chapter 9 explains the dictionary import/export utility that migrates table
definition information and stored procedure information between HiRDB
systems.

Chapter 10. Rebalancing Utility (pdrbal)

Chapter 10 explains the rebalancing utility that rebalances a table partitioned by
the hash partitioning method.

Chapter 11. Free Page Release Utility (pdreclaim)

Chapter 11 explains the free page release utility that enables you to release free
pages (used free pages) during online operation.

Chapter 12. Global Buffer Residence Utility (pdpgbfon)

Chapter 12 explains the global buffer residence utility that reads table data pages
and index pages into a global buffer in advance, such as immediately following
HiRDB startup or before starting online jobs.

Chapter 13. Integrity Check Utility (pdconstck)

Chapter 13 explains the integrity check utility (pdconstck), which performs
integrity checking and manipulates (sets or releases) the check pending status on
tables for which referential constraints or check constraints have been defined.

Chapter 14. Statistics Analysis Utility (pdstedit)

Chapter 14 explains the statistics analysis utility that edits statistical information,
such as information about HiRDB system activities.

Chapter 15. Database Condition Analysis Utility (pddbst)

Chapter 15 explains the database condition analysis utility, which analyzes the
relationship between data dictionary tables or user RDAREASs and the storage
status of the index, and summarizes and displays the results of the analysis.



Chapter 16. Optimizing Information Collection Utility (pdgetcst)

Chapter 16 explains the optimizing information collection utility, which collects
information for optimizing based on cost and stores the information in the
dictionary table.

Chapter 17. Access Path Display Utility (pdvwopt)

Chapter 17 explains the access path display utility, which displays access path
information that was determined by the SQL optimization processing.

Chapter 18. Database Copy Utility (pdcopy)

Chapter 18 explains how to use the database copy utility (pdcopy), which makes
a backup of a database.

Chapter 19. Database Recovery Utility (pdrstr)

Chapter 19 explains how to use the database recovery utility, which is used to
recover databases and re-create log point information files.

Chapter 20. Registry Facility Initialization Utility (pdreginit)

Chapter 20 explains the registry facility initialization utility, which can be used to
register the registry facility for using plug-in utilities.

Appendix 4. List of Commands
Appendix A provides a list of operation commands and utilities.
Appendix B. Lock Mode During Command Execution

Appendix B describes the resources that are locked while an operation command
or utility is executing.

Appendix C. RDAREA Status During Command Execution
Appendix C describes the RDAREA statuses during execution of commands.
Appendix D. Maximum Number of Concurrently Executable Utilities

Appendix D describes the maximum number of utilities that can be executed
concurrently.

Appendix E. Creation of Input Data Files for the Database Load Utility

Appendix E explains the creation of data files that can be input to the database
load utility (pdload).

Appendix F. Creation of a UOC for Use by pdload and pdrorg
Appendix F explains the creation of a UOC for use by pdload and pdrorg.
Appendix G. Number of Concurrent Command Connections

Appendix G explains the number of concurrent command connections.



Appendix H. List of Command Return Codes
Appendix H explains the return codes from commands.
Related publications
This manual is related to the following manuals, which should be read as required.
HiRDB (for UNIX)
e For UNIX Systems HiRDB Version 8 Description (3000-6-351(E))

e For UNIX Systems HiRDB Version 8 Installation and Design Guide
(3000-6-352(E))

*  For UNIX Systems HiRDB Version 8 System Definition (3000-6-353(E))
o For UNIX Systems HiRDB Version 8 System Operation Guide (3000-6-354(E))

* HiRDB Staticizer Option Version 7 Description and User's Guide
(3000-6-282(E))

e For UNIX Systems HiRDB Version 8 Disaster Recovery System Configuration
and Operation Guide (3000-6-364)*

HiRDB (for Windows)
e For Windows Systems HiRDB Version 8 Description (3020-6-351(E))

e For Windows Systems HiRDB Version 8 Installation and Design Guide
(3020-6-352(E))

e For Windows Systems HiRDB Version 8 System Definition (3020-6-353(E))

o For Windows Systems HiRDB Version 8 System Operation Guide
(3020-6-354(E))

e For Windows Systems HiRDB Version 8§ Command Reference (3020-6-355(E))
HiRDB (for both Windows and UNIX)

*  HiRDB Version 8 UAP Development Guide (3020-6-356(E))

* HiRDB Version 8 SOL Reference (3020-6-357(E))

* HiRDB Version 8 Messages (3020-6-358(E))

*  HiRDB Datareplicator Version 8 Description, User's Guide and Operator's
Guide (3020-6-360(E))

*  HiRDB Dataextractor Version 8 Description, User's Guide and Operator's Guide
(3020-6-362(E))

* This manual has been published in Japanese only; it is not available in English.

You must use the UNIX or the Windows manuals, as appropriate to the platform you



are using.
Others

* HiRDB External Data Access Version 7 Description and User's Guide
(3000-6-284(E))
* JPI Version 6 JP1/VERITAS NetBackup v4.5 Agent for HIRDB License
Description and User's Guide (3020-3-D79(E))
Organization of HIRDB manuals

The HiRDB manuals are organized as shown below. For the most efficient use of these
manuals, it is suggested that they be read in the order they are shown, going from left
to right.



Manuals for system administrators:

HiRDB Version 8

Description

HIRDB Version 8
Installation and Design Guide

Manuals for users who create tables:

HIRDB Version 8
System Operation Guide

HiRDB Version 8
System Definition

HiRDB Datareplicator
Version 8

HiRDB Dataextractor
Version 8

HiRDB Staticizer Option
Version 7
Description and User's Guide

HIRDB Version 8
Disaster Recovery System
Configuration and Operation
Guide

2,4

HiRDB Version 8
Command Reference

HIRDB Version 8
UAP Development Guide

HiRDB Version 8

Description

HIRDB Version 8
Installation and Design Guide

Manuals for users who create or execute UAPs:

HiRDB Version 8
Command Reference

HiRDB Version 8

Description

HIRDB Version 8
UAP Development Guide

HiRDB Version 8
SQL Reference

1 Read if you use the replication facility to link data.
2 Published for UNIX only. There is no corresponding Windows manual.
3 Read if you use the inner replica facility.

4 Read if you are configuring a disaster recovery system.

5 Must be read if you are linking HiRDB to an OLTP system.

Conventions: Abbreviations

HiRDB Version 8
SQL Reference

Unless otherwise required, this manual uses the following abbreviations for product

and other names.

vi




Name of product or other entity

Representation

HiRDB/Single Server Version 8 HiRDB/Single HiRDB or
Server HiRDB Server
HiRDB/Single Server Version 8(64)
HiRDB/Parallel Server Version 8 HiRDB/Parallel
Server
HiRDB/Parallel Server Version 8(64)
HiRDB/Developer's Kit Version 8 HiRDB/ HiRDB Client

HiRDB/Developer's Kit Version 8(64)

Developer's Kit

HiRDB/Run Time Version 8 HiRDB/Run Time
HiRDB/Run Time Version 8(64)
HiRDB Datareplicator Version 7 HiRDB Datareplicator

HiRDB Dataextractor Version 7

HiRDB Dataextractor

HiRDB Text Search Plug-in Version 7

HiRDB Text Search Plug-in

HiRDB Spatial Search Plug-in Version 3

HiRDB Spatial Search Plug-in

HiRDB Staticizer Option Version 8

HiRDB Staticizer Option

HiRDB LDAP Option Version 8

HiRDB LDAP Option

HiRDB Advanced Partitioning Option Version 8

HiRDB Advanced Partitioning Option

HiRDB Advanced High Availability Version 8

HiRDB Advanced High Availability

HiRDB Non Recover Front End Server Version 8

HiRDB Non Recover FES

HiRDB Disaster Recovery Light Edition Version 8

HiRDB Disaster Recovery Light
Edition

HiRDB External Data Access Version 8

HiRDB External Data Access

HiRDB External Data Access Adapter Version 8

HiRDB External Data Access Adapter

HiRDB Adapter for XML - Standard Edition HiRDB Adapter for XML
HiRDB Adapter for XML - Enterprise Edition

HiRDB Control Manager HiRDB CM

HiRDB Control Manager Agent HiRDB CM Agent

vii




Name of product or other entity

Representation

Hitachi TrueCopy TrueCopy
Hitachi TrueCopy basic

TrueCopy

TrueCopy remote replicator

JP1/Automatic Job Management System 2 JP1/AJS2

JP1/Automatic Job Management System 2 - Scenario Operation

JP1/AJS2-SO

JP1/Cm2/Extensible SNMP Agent JP1/ESA
JP1/Cm2/Extensible SNMP Agent for Mib Runtime
JP1/Cm2/Network Node Manager JP1/NNM

JP1/Integrated Management - Manager

JP1/Integrated Management - View

JP1/Integrated Management or JP1/IM

JP1/Magnetic Tape Access EasyMT
EasyMT

JP1/Magnetic Tape Library MTguide
JP1/NETM/DM JP1/NETM/DM
JP1/NETM/DM Manager

JP1/Performance Management JP1/PFM

JP1/Performance Management Agent for HIRDB

JP1/PFM-Agent for HIRDB

JP1/Performance Management - Agent for Platform

JP1/PFM-Agent for Platform

JP1/Performance Management/SNMP System Observer

JP1/SSO

JP1/VERITAS NetBackup BS v4.5

JP1/VERITAS NetBackup v4.5

NetBackup

JP1/VERITAS NetBackup BS V4.5 Agent for HIRDB License

JP1/VERITAS NetBackup V4.5 Agent for HIRDB License

JP1/VERITAS NetBackup 5 Agent for HIRDB License

JP1/VERITAS NetBackup Agent for
HiRDB License

OpenTP1/Server Base Enterprise Option

TP1/EE

viii




Name of product or other entity

Representation

Virtual-storage Operating System 3/Forefront System Product VOS3/FS VOS3
Virtual-storage Operating System 3/Leading System Product VOS3/LS

Extensible Data Manager/Base Extended Version 2 XDM/BASE E2

XDM basic program XDM/BASE E2

XDM/Data Communication and Control Manager 3 XDM/DCCM3

XDM Data communication control XDM/DCCM3

XDM/Relational Database XDM/RD XDM/RD XDM/RD
XDM/Relational Database Extended Version 2 XDM/RD E2

XDM/RD E2

VOS3 Database Connection Server

DB Connection Server

DB2 Universal Database for OS/390 Version 6

DB2

DNCWARE ¢ ysterPerfect (Linux Version)

ClusterPerfect

Microsoft(ry Excel

Microsoft Excel or Excel

Microsoftg) Visual C++

Visual C++ or C++

Oracle 8i

Oracle 9i

Oracle 10g

ORACLE

Sun Java™ System Directory Server

Sun Java System Directory Server or
Directory Server

HP-UX 11i V2 (IPF)

HP-UX or HP-UX (IPF)

Red Hat Linux Linux

Red Hat Enterprise Linux

Red Hat Enterprise Linux AS 3 (IPF) Linux (IPF) Linux
Red Hat Enterprise Linux AS 4 (IPF)

Red Hat Enterprise Linux AS 3(AMD64 & Intel EM64T) Linux (EM64T)

Red Hat Enterprise Linux AS 4(AMD64 & Intel EM64T)

Red Hat Enterprise Linux ES 4(AMD64 & Intel EM64T)

turbolinux 7 Server for AP8000 Linux for AP8000




Name of product or other entity

Representation

Microsoft gy Windows NT ) Workstation Operating System Version Windows NT
Microsoftr) Windows NT ) Server Network Operating System

Version 4.0

Microsoftry Windowsy 2000 Professional Operating System Windows 2000

Microsoftry Windowsgy 2000 Server Operating System

Microsoft(R) Windows(R) 2000 Datacenter Server Operating System

Microsoft(R) Windows(R) 2000 Advanced Server Operating System

Windows 2000 or Windows 2000
Advanced Server

Microsoftry Windows Server™ 2003, Standard Edition

Microsoftgy Windows Server™ 2003, Enterprise Edition

Windows Server 2003

Microsoft(R) Windows Server ™ 2003 R2, Standard Edition

Microsoftry Windows Server™ 2003 R2, Enterprise Edition

Windows Server 2003 R2 or Windows
Server 2003

64 bit Version Microsoftg) Windows Server™ 2003, Enterprise
Edition (IPF)

Windows Server 2003 (IPF) or
Windows Server 2003

Microsoft gy Windows Server™ 2003, Standard x64 Edition

Microsoftry Windows Server™ 2003, Enterprise x64 Edition

Windows Server Windows (x64)
2003 or Windows
Server 2003 x64
Editions

Microsoftry Windows Server™ 2003 R2, Standard x64 Edition

Microsoftry Windows Server'™ 2003 R2, Enterprise x64 Edition

Windows Server
2003, Windows
Server 2003 R2 or
Windows Server
2003 x64 Editions

Microsoftry Windowsgy XP Professional x64 Edition Windows XP or
Windows XP x64
Edition
Microsoft gy Windows ) XP Professional Operating System Windows XP Windows XP

Professional




Name of product or other entity Representation

Microsoft(r) Windows gy XP Home Edition Operating System Windows XP Home
Edition

Single server SDS

System manager MGR

Front-end server FES

Dictionary server DS

Back-end server BES

*  Windows 2000, Windows XP, and Windows Server 2003 may be referred to

collectively as Windows.

* The HiRDB directory path is represented as $PDDIR.

* The hosts file means the hosts file stipulated by TCP/IP (including the /etc/
hosts file).

This manual also uses the following abbreviations:

Abbreviation

Full name or meaning

ACK Acknowledgement

ADM Adaptable Data Manager

ADO ActiveX Data Objects

ADT Abstract Data Type

AP Application Program

API Application Programming Interface
ASN.1 Abstract Syntax Notation One

BES Back End Server

BLOB Binary Large Object

BOM Byte Order Mark

CD-ROM Compact Disc - Read Only Memory
CGI Common Gateway Interface

CLOB Character Large Object

CMT Cassette Magnetic Tape

Xi




Abbreviation

Full name or meaning

COBOL Common Business Oriented Language
CORBA(R) Common ORB Architecture

CPU Central Processing Unit

CSv Comma Separated Values

DAO Data Access Object

DAT Digital Audio Taperecorder

DB Database

DBM Database Module

DBMS Database Management System
DDL Data Definition Language

DF for Windows NT | Distributing Facility for Windows NT
DF/UX Distributing Facility/for UNIX
DIC Dictionary Server

DLT Digital Linear Tape

DML Data Manipulate Language

DNS Domain Name System

DOM Document Object Model

DS Dictionary Server

DTD Document Type Definition

DTP Distributed Transaction Processing
DWH Data Warehouse

EUC Extended UNIX Code

EX Exclusive

FAT File Allocation Table

FD Floppy Disk

FES Front End Server

FQDN Fully Qualified Domain Name

Xii




Abbreviation

Full name or meaning

FTP File Transfer Protocol

GUI Graphical User Interface

HBA Host Bus Adapter

HD Hard Disk

HTML Hyper Text Markup Language

ID Identification number

1P Internet Protocol

IPF Itanium(R) Processor Family
JAR Java Archive File

Java VM Java Virtual Machine

JDBC Java Database Connectivity

JDK Java Developer's Kit

JFS Journaled File System

JFS2 Enhanced Journaled File System
JIS Japanese Industrial Standard code
JP1 Job Management Partner 1

JRE Java Runtime Environment

JTA Java Transaction API

JTS Java Transaction Service

KEIS Kanji processing Extended Information System
LAN Local Area Network

LDAP Lightweight Directory Access Protocol
LIP loop initialization process

LOB Large Object

LRU Least Recently Used

LTO Linear Tape-Open

LU Logical Unit

Xiii




Abbreviation

Full name or meaning

LUN Logical Unit Number

LVM Logical Volume Manager

MGR System Manager

MIB Management Information Base
MRCF Multiple RAID Coupling Feature
MSCS Microsoft Cluster Server

NAFO Network Adapter Fail Over
NAPT Network Address Port Translation
NAT Network Address Translation
NIC Network Interface Card

NIS Network Information Service
NTFS New Technology File System
ODBC Open Database Connectivity
OLAP Online Analytical Processing
OLE Object Linking and Embedding
OLTP On-Line Transaction Processing
OOCOBOL Object Oriented COBOL

ORB Object Request Broker

(0N Operating System

OSI Open Systems Interconnection
OTS Object Transaction Service

PC Personal Computer

PDM II E2 Practical Data Manager Il Extended Version 2
PIC Plug-in Code

PNM Public Network Management
POSIX Portable Operating System Interface for UNIX
PP Program Product
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Abbreviation

Full name or meaning

PR Protected Retrieve

PU Protected Update

RAID Redundant Arrays of Inexpensive Disk

RD Relational Database

RDB Relational Database

RDBI1 Relational Database Manager 1

RDBI1 E2 Relational Database Manager 1 Extended Version 2
RDO Remote Data Objects

RiSe Real time SAN replication

RM Resource Manager

RMM Resource Manager Monitor

RPC Remote Procedure Call

SAX Simple API for XML

SDS Single Database Server

SGML Standard Generalized Markup Language

SJIS Shift JIS

SNMP Simple Network Management Protocol

SQL Structured Query Language

SQL/K Structured Query Language / VOS K

SR Shared Retrieve

SU Shared Update

TCP/IP Transmission Control Protocol / Internet Protocol
™ Transaction Manager

TMS-4V/SP Transaction Management System - 4V / System Product
UAP User Application Program

uocC User Own Coding

VOS K Virtual-storage Operating System Kindness
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Abbreviation

Full name or meaning

VOSI Virtual-storage Operating System 1

VOS3 Virtual-storage Operating System 3

WS Workstation

WWwW World Wide Web

XDM/BASE E2 Extensible Data Manager / Base Extended Version 2

XDM/DF Extensible Data Manager / Distributing Facility

XDM/DS Extensible Data Manager / Data Spreader

XDM/RD E2 Extensible Data Manager / Relational Database Extended Version 2
XDM/SD E2 Extensible Data Manager / Structured Database Extended Version 2
XDM/XT Extensible Data Manager / Data Extract

XFIT Extended File Transmission program

XML Extensible Markup Language

Log representations

The OS log is referred to generically as syslogfile. syslogfile is the log output
destination specified in /etc/syslog.conf. Typically, the following files are
specified as syslogfile.

File

HP-UX /var/adm/syslog/syslog.log

Solaris /var/adm/messages or /var/log/syslog
AIX 5L /var/adm/ras/syslog

Linux /var/log/messages

Conventions: Diagrams

This manual uses the following conventions in diagrams:

XVi




Workstation or Command input File
personal computer

o

Magnetic tape CMT or DAT Flow of data

—
@) = =

Flow of control Network (LAN)

S —

<>

Conventions: Fonts and symbols
Font and symbol conventions are classified as:
* General font conventions
* Conventions in syntax explanations
These conventions are described below.
General font conventions

The following table lists the general font conventions:

Font Convention

Bold Bold type indicates text on a window, other than the window title. Such text includes menus,

menu options, buttons, radio box options, or explanatory labels. For example, bold is used in
sentences such as the following:

* From the File menu, choose Open.
* Click the Cancel button.
* In the Enter name entry box, type your name.
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Font Convention

Italics Italics are used to indicate a placeholder for some actual text provided by the user or system.
Italics are also used for emphasis. For example:
*  Write the command as follows:
copy source-file target-file
* Do not delete the configuration file.

Code font A code font indicates text that the user enters without change, or text (such as messages) output
by the system. For example:
e At the prompt, enter dir.
* Use the send command to send mail.
¢ The following message is displayed:
The password is incorrect.

Examples of coding and messages appear as follows (although there may be some
exceptions, such as when coding is included in a diagram):
MakeDatabase

StoreDatabase temp DB32

In examples of coding, an ellipsis (...) indicates that one or more lines of coding are not
shown for purposes of brevity.

Conventions in syntax explanations
Syntax definitions appear as follows:
StoreDatabase [temp|perm] (database-name ...)

The following table lists the conventions used in syntax explanations. The syntactical
characters described below are used to provide a clear explanation of code syntax; you
do not actually enter these characters.

Example font or symbol Convention
StoreDatabase Code-font characters must be entered exactly as shown.
database-name This font style marks a placeholder that indicates where appropriate characters are

to be entered in an actual command.

SD Bold code-font characters indicate the abbreviation for a command.

perm Underlined characters indicate the default value.

[ Square brackets enclose an item or set of items whose specification is optional.

| Only one of the options separated by a vertical bar can be specified at the same
time.
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Example font or symbol

Convention

An ellipsis (...) indicates that the item or items enclosed in () or [ ] immediately
preceding the ellipsis may be specified as many times as necessary.

Parentheses indicate the range of items to which the vertical bar (]) or ellipsis (...)
is applicable.

~ The user-specified value preceding the swung dash must be specified in
accordance with the attributes following the swung dash.
<<>> Double angle brackets enclose the default value assumed by the system when the
specification is omitted.
<> Angle brackets enclose the syntax element notation for a user-specified value.
) Double parentheses enclose the permitted range of values that can be specified.

Syntax element notations

Syntax element notations explain the types of user-specified values.

Syntax element notation

Explanation

<alphabetic> Alphabetic characters (A-Z, a-z) and _ (underline)
<alphabetic symbol> Alphabetic characters (A-Z, a-z), #, @, \
<alphanumeric> Alphabetic characters and numeric characters (0-9)

<alphanumeric symbol>

Alphabetic symbols and numeric characters

<unsigned integer>

Numeric characters

<hexadecimal>

Numeric characters and (A-F, a-f)

<iden tiﬁer>1

Alphanumeric character string beginning with an alphabetic character

<symbolic name>

Alphanumeric symbol string beginning with an alphabetic symbol

<character string>

String of any characters

<path name>>

Includes symbolic names, forward slashes (/), and periods (.).

<HiRDB file name>

Character string consisting of alphabetic characters (A-Z, a-z), numeric
characters (0-9), . (period), (underline), and @ (maximum 30 characters)

Note

Alphabetic characters are case sensitive (i.e., lowercase alphabetic characters are
distinguished from uppercase alphabetic characters).

' An RDAREA name is an alphanumeric character string beginning with an alphabetic
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character or special character, and can include alphanumeric characters, underscores
(1), and spaces. If an RDAREA name includes a space, the entire name must be
enclosed in double quotation marks (™).

A host name is a character string that can include alphabetic characters (2 to z, a
to z), numeric characters, periods (. ), hyphens (-), and underscores (). A host
name can begin with a numeric character.

2 Path names depend on the operating system being used. The backslash (\) must not
be used in a HiRDB file system area name.

Notations used in formulas

The following notations are used in computational expressions:

Notation Explanation

™1 Round up the result to the next integer.
Example: The result of T34 +3Tis12

N Discard digits following the decimal point.
Example: The result of Y34 +3 st

MAX Select the largest value as the result.
Example: The result of max(10,2 X 4,3 +8)is 11.

MIN Select the smallest value as the result.
Example: The result of min(10,2 X 4,3 +8)is 8.

Conventions in command explanations

This manual explains each command in the format shown as follows; note that this
format may differ slightly from one command to another:




pdfmkfs (Initialize HiRDB file system area)

Function

Executor

Qutput format

Examples

I — — = Explains the function of the command.

r - — - Indicates the types of users who can
execute the command. See Tables 1-
1 and 1-2 for the executors of each
command.

I — = - Shows the format of the command.

- - - - Explains the specification of each
option.

- - - Explains the rules for executing the
command.

- - - - Provides helpful notes about the use of
the command.

- - - Shows the output results of execution
of the command.

- - - - Shows examples of the command.

Conventions: KB, MB, GB, and TB

This manual uses the following conventions:
* 1 KB (kilobyte) is 1,024 bytes.

* 1 MB (megabyte) is 1,024 bytes.

* 1 GB (gigabyte) is 1,024 bytes.

* 1 TB (terabyte) is 1,024% bytes.
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Conventions: Version numbers

The version numbers of Hitachi program products are usually written as two sets of
two digits each, separated by a hyphen. For example:

*  Version 1.00 (or 1.0) is written as 01-00.
* Version 2.05 is written as 02-05.

*  Version 2.50 (or 2.5) is written as 02-50.
* Version 12.25 is written as 12-25.

The version number might be shown on the spine of a manual as Ver: 2.00, but the same
version number would be written in the program as 02-00.

Important notes on this manual

The following facilities are explained, but they are not supported:
¢ Distributed database facility
¢ Server mode system switchover facility
e User server hot standby
¢ Rapid system switchover facility
¢ Standby-less system switchover (1:1) facility
¢ Standby-less system switchover (effects distributed) facility
* HiRDB External Data Access facility
¢ Inner replica facility (when described for the Windows version of HIRDB)

¢ Updatable online reorganization (when described for the Windows version of
HiRDB)

* Sun Java System Directory Server linkage facility
¢ Simple setup tool

The following products and option program products are explained, but they are not
supported:

* HiRDB Control Manager
* HiRDB Disaster Recovery Light Edition
* HiRDB External Data Access
* HiRDB LDAP Option
Notes on printed manuals

Please note that even though the printed manuals are separated into Part I and Part II,
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the chapters and page numbers sequentially continue from Part [ to Part I1. Also, please
note that the index is only included in Part II.
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Chapter
1. Overview of Commands

This chapter explains the methods of entering commands and the descriptive format
for commands.

This chapter contains the following sections:

1.1 Overview

1.2 List of operation commands

1.3 List of utilities

Utility I/O files

Notes on command execution

Functions that become available when optional HIRDB program products are
installed

— e —
AN LD A~



1. Overview of Commands

1.1 Overview

The commands used with HiRDB include operation commands and utilities. The same
input methods and formats apply to both.

(1) Command input method
A HiRDB command is input from a shell.

The command execution mode is shown in Figures 1-1 (for a HIRDB/Single Server)
and 1-2 (for a HiRDB/Parallel Server).

Figure 1-1: Command execution mode: HIRDB/Single Server
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Explanation

Use either of the following methods to input a command:
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Log in from a workstation or personal computer to the remote server machine
where the single server is located, then enter the command

Enter the command from the OS console by specifying the server machine where
the single server is located
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Figure 1-2: Command execution mode: HIRDB/Parallel Server
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Explanation
Use either of the following methods to input a command:

1. Login from a workstation or personal computer to the remote server machine
where the system manager* is located, then enter the command

2. Enter the command from the OS console by specifying the server machine where
the system manager* is located

* Some commands are executed from a server machine other than the system
manager. For details about the server machine used to execute each command, see
Tables 1-1 List of operation commands and 1-2 List of utilities, and the details
about each command.

(2) Command descriptive format

(a)

(b)

The following shows the command descriptive format:
command-name options command-arguments

command-name

The command name is the file name of the command that is to be executed. Because
file names are used as commands, the absolute path name of the HIRDB directory must
be specified in the PDDIR environment variable of the environment for each command
executor.

To execute HIRDB commands, the following environment variables must be specified
in an executor's environment:

PDDIR
Specifies the absolute path name of the HiRDB directory
PDCONFPATH

Specifies the absolute path name of the directory in which the HiRDB system
definition file is stored

PATH
Adds $PDDIR/bin to PATH
SHLIB PATH
Adds $PDDIR/1ib to SHLIB PATH
options

An option either qualifies the command's operation or specifies the object of the
operation.

In the following explanations, cmd indicates a command name.
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1. An option is a character string beginning with a minus sign (-) that may or may
not be followed by one or more flag arguments.

The following shows the descriptive formats of options:
-option-flag or -option-flag flag-argument(s)
option-flag

One alphanumeric character (case sensitive).
flag-argument

Argument of the option flag (multiple flag arguments can be specified by
separating them with a comma (, )).

2. Multiple option flags without flag arguments can be specified consecutively,
preceded by a single minus sign.

Example
The following two specifications are treated as being the same:
cmd -a -b -c
cmd —abc
If an option requires a flag argument, the flag argument cannot be omitted.

4.  When a command that is entered from a shell includes an option flag argument
that contains a space, the entire flag argument must be enclosed in double
quotation marks (").

Example
An option with argument "1 2" must be specified as follows:
cmd —-f "1 2"

5. If the same option flag is specified more than once, the last specification is
effective.

Example
If the following is specified, -a 2 is effective:
cmd -a 1 -a 2
6. All options must be specified before any command arguments.
Example

If option flag a does not take a flag argument, £ile and -b in the following
specification are assumed to be command arguments:

cmd -a file -b
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7. Two consecutive minus signs (--) indicate the end of the options.
Example
In the following specification, -b is assumed to be a command argument:
cmd -a -- -b
8. An option consisting of a minus sign only cannot be entered.
Example
In the following specification, - is assumed to be a command argument:
cmd -
(c) command-arguments

A command argument specifies the direct object of a command's operation. If the
object is to be qualified, options are used to specify the object.

A control statements file that is specified in a command argument is a regular file
unless otherwise noted.
(3) Using a command by specifying an alias

If an operating system command or command in another program has the same name
as a HIRDB command, the HIRDB command may fail to execute. If this happens,
solve the problem as follows:

®m In environmental variable settings, assign a higher priority to the HIRDB
command.

m Execute the command by specifying its absolute path.

In situations when these two methods cannot be used, HIRDB commands can still be
executed by assigning arbitrary names to them. For details about how to execute a
command in terms of an alias, see the HiRDB Version 8 Installation and Design Guide.
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1.2 List of operation commands

Table 1-1 lists the operation commands used with HiRDB.

Table 1-1: List of operation commands

Operation Description Executor HiRDB Executing
command status server
machine
pdacunlck Releases the consecutive certification HiRDB ACT SDS or MGR
failure account lock state. administrator
pdadmvr Displays the HIRDB version HiRDB ANY Each server
information. administrator machine
pdaudbegin Starts acquisition of audit trails. HiRDB ACT SDS or MGR
administrator
pdaudend Stops acquisition of audit trails. HiRDB ACT!? SDS or MGR
administrator
pdaudrm Deletes audit trail files. HiRDB ACT SDS or MGR
administrator
pdaudswap Swaps audit trail files. Auditor ACT SDS or MGR
pdbkupls Displays information about backup files | HiRDB ANY Server
acquired by pdcopy. administrator machine
where
backup files
are located
pdbufls Displays the status of global buffers. HiRDB ACT SDS or MGR
administrator
pdbufmod Adds, deletes, or changes a global buffer | HiRDB ACT SDS or MGR
during HiRDB operation. administrator
pdcancel Forcibly disconnects and terminates the | HiRDB ACT Any server
process on HiRDB for processing a administrator machine’
specified UAP or utility.
pdcat Displays status file status. USR ANY2 Any server
machine’
Displays messages in a message log file. | USR ACT Any server
machine’
pdeb1! Preprocesses a UAP written in COBOL. | USR ANY Any server
machine
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Operation Description Executor HiRDB Executing
command status server
machine
pdchgconf Changes system definitions during HiRDB ACT SDS or MGR
HiRDB operation. administrator
pdchprc Changes the number of resident server HiRDB ACT SDS or MGR
processes and maximum number of administrator
startup server processes, or displays the
current number of resident server
processes and current maximum number
of startup server processes at the time
the pdchprc command is executed.
pdclose Closes RDAREAs. HiRDB ACT SDS or MGR
administrator
pdclttrc Acquires an SQL trace for a client HiRDB ACT SDS or MGR
executing SQL statements. administrator
pdemt Commits transactions when transactions | HiRDB ACT Each server
that are part of a global transaction administrator machine’
cannot be concluded.
pdconfchk Checks HiRDB system definitions for HiRDB ANY SDS or MGR
inconsistencies. administrator
pdcpp! Preprocesses a UAP written in C USR ANY Any server
language. machine
pdcspool Deletes troubleshooting information. HiRDB ANY Each server
administrator machine
pddbadset Sets up HiRDB External Data Access HiRDB INA Each server
Adapter in the HiRDB environment in administrator machine
order to use the HIRDB External Data
Access facility.
pddbchg Changes the replica status of replica HiRDB ACT SDS or MGR
RDAREAs. administrator
pddbfrz Places a full HiRDB file (used through | HiRDB ACT SDS or MGR
the last page of the file) that constitutes | administrator
auser LOB RDAREA in frozen update
status.
pddbls Displays the status of RDAREAs. HiRDB ACT SDS or MGR
administrator
pddefrev Generates a definition SQL statement. User with DBA ACT SDS or MGR

privilege
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Operation
command

Description

Executor

HiRDB
status

Executing
server
machine

pdfbkup

Makes a backup of a HiRDB file system.

HiRDB
administrator

ANY!H

Server
machine
where the
HiRDB file
system is
located

pdffsck

Checks a HiRDB file system area for
integrity errors and corrects any errors
that are detected.

Superuser and
HiRDB
administrator

ANY!®

Server
machine
where the
HiRDB file
system is
located

pdfgt

Terminates a transaction forcibly when a
transaction branch that is part of a global
transaction cannot be terminated for
some reason.

HiRDB
administrator

ACT

Each server
machine®

pdfls

Displays information about HiRDB files
in a HiRDB file system area.

USR

ANY

Server
machine
where the
HiRDB file
system is
located

pdfmkfs

Initializes files for a HiRDB file system
area.

HiRDB
administrator

ANY

Server
machine
where the
HiRDB file
system is
located

pdfrm

Deletes a HIRDB file from a HiRDB file
system area.

HiRDB
administrator

ANY?

Server
machine
where the
HiRDB file
system is
located

pdfrstr

Restores a HiRDB file system from a
backup.

HiRDB
administrator

INA

Server
machine
where the
HiRDB file
system is
located

10
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Operation Description Executor HiRDB Executing
command status server
machine
pdfstatfs Displays the status of a HIRDB file USR ANY Server
system area. machine
where the
HiRDB file
system is
located
pdgen Generates the HIRDB environment HiRDB ANY!0 SDS or MGR
interactively. administrator
pdgeter Outputs error information to a specified | HiRDB ANY Any server
directory or DAT drive when an error administrator machine®
occurs in the HIRDB system.
pdgrprfl When the Hitachi Directory Server HiRDB ACT SDS or MGR
linkage facility is used, updates the user | administrator
information maintained by HiRDB to
the most recent status.
pdhold Shuts down RDAREAs. HiRDB ACT SDS or MGR
administrator
pditvstop!! Stops the command that was started by | USR ANY Any server
the pditvtrc command. machine
pditvtre!! Executes a specified command at a USR ANY Any server
specified interval (in seconds) and then machine
outputs the result to a file.
pdjarsync Registers, re-registers, or deletes a JAR | HiRDB ANY SDS or MGR
file or displays a list of JAR files. administrator
pdlistls Displays list definition information. HiRDB ACT SDS or MGR
administrator
pdlodsv When Java™ stored procedures, Java Super user ANY Each server
stored functions, and the Hitachi machine
Directory Server linkage facility are no
longer used, enables you to delete
unneeded load modules from the
HiRDB installation directory.
pdlogadpf During HiRDB operation, assigns a HiRDB ACT SDS or MGR
physical file to a file group specified in | administrator
the HiRDB system definition.
pdlogatul Restarts, cancels, or displays the status HiRDB ANY SDS or MGR
of the automatic log unloading facility. administrator

11
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Operation Description Executor HiRDB Executing
command status server
machine
pdlogchg Forcibly places a specified file group in | HiRDB ANY2 SDS or MGR
unload completed status or HIRDB administrator
Datareplicator extraction completed
status.
pdlogcls Closes an open physical file that HiRDB ACT SDS or MGR
comprises a file group so that it cannot administrator
be used by the active HiRDB.
pdloginit Creates a log file in the HiRDB file HiRDB ANY?2 SDS or MGR
system and initializes it so that it can be | administrator
used by HiRDB.
pdlogls Displays information about log files. USR ANY?Z 3 SDS or MGR
pdlogopen Opens a closed physical file that HiRDB ACT SDS or MGR
comprises a file group so that it can be administrator
used by the active HiRDB.
pdlogrm Deletes a log file from the HiRDB file HiRDB ANY2 SDS or MGR
system. administrator
pdlogswap Swaps log files. HiRDB ACT SDS or MGR
administrator
pdlogsync Collects a synchronization point dump. | HiRDB ACT SDS or MGR
administrator
pdlogucat Displays information about an unload HiRDB ANY Server
log file. administrator machine
where the
unload log
file is located
pdlogunld Unloads a file group into a destination HiRDB ANY? SDS or MGR
file and places it in unload completed administrator

status.

12
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Operation Description Executor HiRDB Executing
command status server
machine
pdls Displays the following types of status: USR!3 ANY when Any server
* User status -d aud, ha, | machine’
e Status of audit trail files orrpl is when -d ha,
¢ System status when system specified; 1ck, svr,
switchover facility is used otherwise, trn, Or ust
* Server lock status ACT is specified;
* Information about server's shared otherwise,
memory SDS or MGR
* Progress of reflection processing for
online reorganization
* Server processing status
* Execution status of log application
processing
¢ Communication control information
on connected servers
* HiRDB Datareplicator linkage
status
* Server scheduling status
¢ Whether or not an output type for
statistical information by unit and
server is specified
* Unit or server status file status
e Unit and server status
* Server transaction status
* Unit activity status
pdmemsv Saves memory space during Super user INA SDS or MGR
multi-HiRDB operation.
pdobils Displays the utilization status of SQL HiRDB ACT Any server
objects stored in the SQL object buffer. | administrator machine
pdobjconv Migrates SQL objects to a 64-bit-mode | User with DBA ACT SDS or MGR
HiRDB. privilege
pdoch! Preprocesses a UAP coded in USR ANY Any server
OOCOBOL. machine
pdocc! Preprocesses a UAP coded in C++. USR ANY Any server
machine
pdopen Opens RDAREAs. HiRDB ACT SDS or MGR
administrator
pdopsetup Installs and uninstalls optional program | Super user INA Each server
products. machine

13
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Operation Description Executor HiRDB Executing
command status server
machine

pdorbegin Places original and replica RDAREAs HiRDB ACT SDS or MGR
in online reorganization hold status. administrator

pdorcheck Checks application conditions for HiRDB ACT SDS or MGR
updatable online reorganization. administrator

pdorchg Changes current RDAREAS from HiRDB ACT SDS or MGR
original RDAREAsS in online administrator
reorganization hold status to replica
RDAREAES in online reorganization
hold status.

pdorcreate Creates an environment for reflection HiRDB ACT SDS or MGR
processing for online reorganization. administrator

pdorend Executes reflection processing for HiRDB ACT SDS or MGR
online reorganization. administrator

pdpfresh Terminates the current server process HiRDB ACT SDS or MGR
and starts a new process. administrator

pdplgrgst Registers plug-ins and deletes them User with DBA ACT Any server
from a HiRDB. privilege machine

pdplgset Sets up a plug-in in the HiRDB HiRDB INA Each server
environment. administrator machine

pdprgcopy Copies a HIRDB update version into the | HiRDB ANY SDS or MGR
HiRDB directory. administrator

pdprgrenew Updates the current HIRDB to the HiRDB ACT SDS or MGR
HiRDB update version. administrator

pdrbk Rolls back transactions when a HiRDB ACT Each server
transaction branch that is part of a global | administrator machine’
transaction could not be concluded.

pdrdrefls Displays information about related HiRDB ACT SDS or MGR
RDAREAs. administrator

pdrels Releases RDAREAS from shutdown HiRDB ACT SDS or MGR
status. administrator

pdrisechk Checks the configuration of Real Time | HiRDB ANY SDS or MGR
SAN Replication. administrator

14
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Operation Description Executor HiRDB Executing
command status server
machine
pdrisedbto In the case of Real Time SAN HiRDB ACT SDS orMGR
Replication based on the log-only administrator (log
synchronous method, terminates the log application
application site and inherits the database site)
from the transaction execution site.
pdriseset In the case of Real Time SAN HiRDB ANY SDS or MGR
Replication based on the log-only administrator
synchronous method, sets, releases, or
displays the system status at the site
where the command is executed.
pdrpause Starts the system or restarts processing HiRDB INA Each server
that has been suspended. administrator machine
pdrplstart Starts HIRDB Datareplicator linkage. HiRDB ACT SDS or MGR
administrator
pdrplstop Stops HiRDB Datareplicator linkage. HiRDB ACTS SDS or MGR
administrator
pdsetup Registers a HIRDB system under the Super user INA Each server
HiRDB directory into the OS or deletes machine
it from the OS.
pdstart Starts a HIRDB system. HiRDB INA SDS* or
administrator MGR
Starts a unit or server. HiRDB ACT SDS or MGR
administrator
pdstbegin Starts output of statistical informationto | HiRDB ACT SDS or MGR
the statistics log file. administrator
pdstend Stops output of statistical informationto | HiRDB ACT SDS or MGR
the statistics log file. administrator
pdstjswap Swaps statistics log files. HiRDB ACT SDS or MGR
administrator
pdstjsync Outputs information about the statistics | HiRDB ACT!S Any server
log buffer to the statistics log file. administrator machine
pdstop Terminates a HIRDB system, unit, or HiRDB ACT SDS* or
server. administrator MGR
pdstscls Closes an open status file. HiRDB ACT SDS or MGR
administrator
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Operation Description Executor HiRDB Executing
command status server
machine
pdstsinit Initializes a physical file comprising a HiRDB ANY2 SDS or MGR
status file (logical file). administrator
pdstsopen Opens an initialized or closed status file. | HIRDB ACT SDS or MGR
administrator
pdstsrm Deletes a status file. HiRDB ANY?2 SDS or MGR
administrator
pdstsswap Swaps status files. HiRDB ACT SDS or MGR
administrator
pdsvhostname | Displays a specified server's host name | HiRDB ACT SDS or MGR
in DAT format. administrator
pdtrndec Completes any uncompleted HiRDB ACT SDS or MGR
transactions. administrator
pdtrnging Starts or releases transaction queuing for | HiRDB ACT? Any server
a back-end server. administrator machine’
pdusrchk Checks whether or not users registered HiRDB ACT SDS or MGR
in HIRDB are registered in the Directory | administrator
Server.
pdvrup Maintains the master directory HiRDB ACT SDS or MGR
RDAREA and data dictionary administrator
RDAREASs when the HiRDB version
has been upgraded.
Legend:
ANY: Can be executed whether or not HiRDB is active.
ACT: Can be executed only while HiRDB is active.
INA: Can be executed only while HiRDB is inactive.
USR: Can be executed by a user without privileges.
SDS: For a HiRDB/Single Server, the command is executed on the server
machine of the single server.
MGR: For a HiRDB/Parallel Server, the command is executed on the server
machine where the system manager is located.
Note 1

Log files include system log files and synchronization point dump files.
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Note 2

A file that is specified in an operation command or utility that is executing must
not be in use at the same time by another operation command, utility, or UAP;
doing so will result in an error and cause the processing results to be invalidated.

For details about pdcb1l, pdcpp, pdocb, and pdocc, see the HiRDB Version 8
UAP Development Guide.

This command cannot be executed during the following periods:

* During HiRDB startup processing (from output of KFPS01800-I message
to output of KFPS05210-1 message)

* During HiRDB termination processing (from output of KFPS05220-1
message to output of KFPS01850-1 message)

When the -d spd option is specified, this command can be executed only while
HiRDB is active.

Execute this command on the server machine of the single server or a utility
special unit.

This command cannot be executed for a server machine that has a utility special
unit.

Parameters must be set so that the remote shell can be executed between the hosts
targeted for error information acquisition. This does not apply when error
information is to be acquired for only the host executing the pdgeter command.
Moreover, if the —a option is specified, this command must be executed at one of
the hosts where the error information is to be acquired.

This command can be executed only when all units and servers in the HIRDB
system are active.

For a HIRDB/Single Server, this command can be executed only while HiRDB is
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active. For a HIRDB/Parallel Server, this command can be executed if the unit
where the system manager is located is active, even if other units are inactive.

If the usage purpose of the HiRDB file system area that contains the HiRDB file
to be deleted is other than UTL, this command cannot be executed in the HIRDB
file system area that contains that HiRDB file while the active HIRDB is in use

(if the HiRDB file in the HiRDB file system area has been opened even once). If
the usage purpose is UTL, the command can be executed regardless of whether or
not the HiRDB file system area is in use. However, it cannot be executed if the

specified HiRDB file is in use by the active HIRDB (opened by another process).

When a separate HIRDB environment is to be created, this command can be
executed regardless of whether or not HIRDB is active. When an existing HIRDB
environment is to be re-created or a new HiRDB environment is to be created, the
command can be executed only while the HiRDB is inactive.

The pditvtrc and pditvstop commands take another command as their
command argument. The execution conditions for the command that is specified
as the command argument take effect. When specifying a HIRDB operation
command, observe the Executor, HiRDB status, and Executing server machine
conditions for that command.

This command can be executed after acquisition of an audit trail has started.

Only the auditor can execute -d aud during HiRDB operation. When HiRDB is
not running, any HiRDB administrator (including superuser) other than the
auditor can execute this command.

To execute this command during HiRDB operation, specify the - £ option.

This command can be executed when HiRDB is running and statistical
information is being acquired.

Depends on whether or not the —c option is specified and on the purpose of the
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HiRDB file system area. For details, see the rules in pdffsck.

Whether or not the command can be executed depends on the back-end server's
operating status. For details, see the rules in pdtrnging.
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1.3 List of utilities

Table 1-2 lists the utilities used with HIRDB.
Table 1-2: List of utilities

Utility Description Executor HiRDB Executing
status server
machine
Database Initializes a database (creates HiRDB ACT? SDS or MGR
initialization RDAREAs5). administrator
utility (pdinit)
Database Executes definition SQL statements. User with ACT Any server
definition utility CONNECT machine
(pddef) privilege®
Database load Stores user-created data in a table. Depends onthe | ACT SDS or MGR
utility operating
(pdload)1 mode?
SQL interactive | Executes SQL commands interactively. | User with ACT Any server
execution utility CONNECT machine
(pds ql)6 privilege5
Database Modifies the physical structure of a HiRDB ACT SDS or MGR
structure database, such as by adding, extending, | administrator
modification or reinitializing RDAREAs.
utility (pdmod)
Database Maintains tables such as by reorganizing | Dependsonthe | ACT SDS or MGR
reorganization tables and re-creating indexes. function3
utility
(pdro rg)1
Dictionary Migrates table definition information User with DBA ACT SDS or MGR
import/export and stored procedure information. privilege
utility (pdexp)
Rebalancing Corrects an imbalance of data that User with bBa, | ACT SDS or MGR
utility (pdrbal) | results when RDAREAS are added to SELECT,
rebalancing tables. INSERT, Or
DELETE
privilege
Free page Releases free pages (used free pages) User with bBa, | ACT SDS or MGR
release utility during online operation. INSERT, Or
(pdreclaim) DELETE
privilege
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Utility Description Executor HiRDB Executing
status server
machine
Global buffer Reads table page information into a User with DBA ACT SDS or MGR
residence utility | global buffer. privilege or
(pdpgbfon) SELECT
privilege for the
table, or
schema owner
Integrity check Performs integrity checking and User with DBA ACT SDS or MGR
utility(pdconst | manipulates (sets or releases) the check | privilege or
ck) pending status on tables for which table owner
referential constraints or check
constraints have been defined.
Statistics Inputs information from unload data HiRDB ANY Any server
analysis utility files and system log files and edits the administrator machine
(pdstedit) statistical information.
Database Analyzes the status of tables and indexes | User with DBA ACT SDS or MGR
condition in user RDAREAs or the storage status | privilege
analysis utility of a data dictionary RDAREA, and
(pddbst) displays the analysis result.
Optimizing Collects optimization information in User with ACT SDS or MGR
information order to optimize based on cost and SELECT
collection utility | stores the information in a data privilege for the
(pdgetcst) dictionary table. target table
Access path Displays access path information USR ANY SDS or FES
display utility determined by SQL optimization
(pdvwopt) processing.
Database copy * Makes a backup of a database. HiRDB ACT SDS or MGR
utility  Acquires log point information and | administrator
(pdcopy)l creates a log point information file.
Database * In the event of an error, restores a HiRDB ACT SDS or MGR
recovery utility database from a backup copy and administrator
(pdrstr)! information logged after the backup
was made.
* Re-creates the log point information
file.
Registry facility | Creates registry RDAREAS, registry HiRDB ACT SDS or MGR
initialization LOB RDAREAs, and registry administrator
utility management tables for controlling and
(pdreginit) operating the registry facility.
Legend:
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ANY: Can be executed whether or not HIRDB is active.
ACT: Can be executed only while HiRDB is active.

SDS: For a HiRDB/Single Server, the command is executed on the server
machine of the single server.

MGR: For a HiRDB/Parallel Server, the command is executed on the server
machine where the system manager is located.

FES: For HiIRDB/Parallel Server, the command is executed on the server machine
where the front end server is located.

Note

A file that is specified in an operation command or utility that is executing must
not be used at the same time by another operation command, utility, or UAP;
doing so will result in an error and cause the processing results to be invalid.

A utility special unit can be used.

In the addition mode (-d option omitted), this utility can be executed if the user
has the INSERT privilege.

In the creation mode (-d option specified), the INSERT and DELETE privileges
are required.

For an audit trail table, the audit privilege is required.

Reorganization of a dictionary can be executed only by users with the DBA
privilege.

To unload a table, either the DBA privilege or the SELECT privilege for the table
is required.

To reload a table, either the DBA privilege or the INSERT and DELETE privileges
for the table are required.

To create, batch-create, or reorganize an index, no privilege is required.

This utility can be executed only when HiRDB is in end-of-initialization wait
status (HiRDB is placed in wait status after issuing the KFPS05201-Q message).
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The privilege that is required depends on the SQL to be executed. For details
about the privileges required to execute SQL commands, see the manual HiRDB
Version 8 SOL Reference.

HiRDB SQL Executor is required in order to execute the SQL interactive
execution utility.
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1.4 Utility 1/O files

1.4.1 Files and volumes
Files and volumes are defined as follows in a HIRDB system:
m File
Logical unit used by utilities
® Volume
Physical storage unit

In the case of regular files, volume indicates one regular file; in the case of a tape
device, volume indicates one tape medium.

In the case of the HiRDB file system, volume indicates one HiRDB file.

Typically, one file is stored on one volume (single-file, single-volume). However, a file
that is too large for a single volume is divided and stored on multiple volumes
(single-file, multi-volume). Conversely, multiple small files can be stored on a single
volume (multi-file, single-volume) if formatting permits.

When files are added to a multi-file, single-volume, the storage of the last file may
extend onto the next volume (multi-file, multi-volume).

Figure 1-3 shows the concepts of files and volumes.
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Figure 1-3: Concepts of files and volumes

* Single-file, single-volume

| File input/output by a utility |

| Volume |

s  Single-file, multi-volume

| File input/output by a utility |

| Volume 1 | | Volume 2 | | Volume 3 | | Volume 4 |

* Multi-file, single-volume

| File 1 input/output by a utility | | File 2 inputioutput by a utility |

| Volume |

¢  Multi-file, multi-volume

| File 1 input/output by a utility | | File 2 inputioutput by a utiity |

| Volume 1 | | Volume 2 |

1.4.2 File modes usable by utilities

All HiRDB utilities use regular files as I/O files unless otherwise specified; the file
mode is single-file, single-volume

Some utilities can handle file modes other than single-file, single-volume. Table 1-3
lists the utilities that can handle I/O files other than single-file, single-volume regular
files.
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Table 1-3: Utilities that can handle I/O files other than single-file, single-volume
regular files

Utility File type Single-file, Tape EasyMT JP1/ HiRDB
multi-volume | device OmniBack I files
regular files Single- | Multi-
files files
Database load | Input data c! v 2 2 N N
utility files, LOB _f _f
(pdload) input files, casymt | easym
LOB input t
files by
column
Database Unload C N C
reorganization | data files, -f
utility LOB data hirdb
(pdrorg) unload
files
Database copy | Backup C N C C
utility files -k m -k o -k i
(pdcopy) or 2
Database ke
recovery
utility
(pdrstr)
Dictionary Export N N N N N
import/export | files
utility (pdexp)
Legend:
C:
The files can be used. If a specification on the command line is required, the
option is also shown; in such a case, all file-specific information must be specified
in addition to the command options. For details about the options, see the
explanations of the commands.
V:
Variable-length blocked mode can be used; DAT format can be used in the
fixed-length blocked mode. The binary format cannot be used. For details, see
Appendix E. Creation of Input Data Files for the Database Load Utility.
N:

26
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NFS files cannot be used when multiple files are to be output with the pdrorg or
pdcopy command as regular files, or in the single-file, multi-volume mode. In the

case of output with the pdrorg or pdcopy command to regular files, or in the

single-file, multi-volume mode, files in a file system for which the size of each
volume does not exceed 2 gigabytes must be specified.

If MTguide has been installed and is usable, it is used for volume management for
single volumes only. If volumes are not managed by MTguide, the following must

be specified:

* pdload or pdrorg: Specify mtguide nouse in the control information

file.

* pdcopy or pdrstr: Specify -k e on the command line

(1) Tape devices

Table 1-4 lists the tape devices that are supported by the utilities.

Table 1-4: Tape devices supported by the utilities

Device name

Direct input/output by the utilities

CMT

N

DAT

OMT

CGMT

8mm

DLT

LTO

<|l=<|=<|Z|Z|X

Legend:

Y: Can be used.

N: Cannot be used.
Note

When you are using EasyMT or JP1/OmniBack II, see the following manuals for
details about the supported tape devices:

*  When using EasyMT
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JP1/Magnetic Tape Access or Magnetic Tape Basic Access Method: EasyMT
*  When using JP1/OmniBack II

JPI Version 5 Distributed System Backup Function JP1/OmniBack I1
Administrator's Guide

When the utilities access the tape device for direct input/output, they assume a single
volume and access the device as a single tape drive. They do not provide Autoloader
or Tape Library control.

Except for a CMT that can be accessed only in the fixed-length blocked mode, we
recommend that you use the tape device in the variable-length blocked mode. You can
reduce the number of input/output operations in the variable-length blocked mode, in
which the utilities input/output data in units of 32 kilobytes while they input/output
data in units of 512 bytes in the fixed-length blocked mode. When using the
fixed-length blocked mode, make sure that the block size is 512 bytes.

For details about each tape device, see the applicable OS manual.

If you use a tape device with pdrorg, pdload, or pdrstr, do not specify the device
driver's minor number in such a manner that the tape will not be rewound during close
processing. If you execute the utility without rewinding the tape, you must rewind the
tape using a command such as mt (magnetic tape manipulation program) after the
utility has terminated.

To save multiple backups on the same medium, use the utility to output the backups to
files and then copy them onto the desired medium by using a command such as tar.

(2) EasyMT and MTguide

28

When the EasyMT program product is installed and the appropriate option shown in
Table 1-3 is specified, labeled magnetic tapes can be handled by a variable-length
blocked mode tape device. Tapes created by the HITAC M Series can also be handled.

By combining EasyMT with HiRDB utilities, tape devices can be handled in the
following modes (single-volume support):

* Single-file, single-volume
* Multi-file, single-volume

See the following manuals for details about EasyMT and MTguide:
¢ FEasyMT

Magnetic Tape Operation Support: JP1/Magnetic Tape Access or Magnetic Tape
Basic Access Method: EasyMT

* MTguide
Magnetic Tape Mount Management: JP1/Magnetic Tape Library
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(3) HIRDB files

HiRDB utilities cannot handle directly the character special files of hard disk devices
as 1/O files, but are able to handle them by making them into HiRDB file system areas.

Even a regular file can be handled as a HiRDB file if it is initialized as a HiRDB file
system.

To use a HiRDB file as an I/O file, a HIRDB file system must first be created with the
pdfmkfs command in which -k UTL is specified, and the appropriate option shown
in Table 1-3 must be specified when the HiRDB utility is executed.

HiRDB utilities use HiRDB files in the following modes:
m Single-file, single-volume
m Single-file, multi-volume

For details about HiRDB files, see the HiRDB Version 8 Installation and Design
Guide.
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1.5 Notes on command execution

1.5.1 Forced termination by interruption of command execution

While a command is executing, do not terminate it forcibly by using a signal interrupt
(such as CTL + C keys, CTL + \ keys, or the OS's ki11 command). HIRDB may
terminate itself depending on the timing. Use the pdcancel command to terminate
utilities.

1.5.2 Batch specification of RDAREA names in operation commands

You can use the methods described below to specify multiple RDAREA names in
operation commands. These methods enable you to specify a group of RDAREAs.

Item

Pattern
character string

Description

Example of specification

Right truncation nnn* The command searches for PDUSER*
RDAREAs whose names begin | (the command searches for
with nnn. RDAREAs whose names begin
with PDUSER)
Right and left *nnn* The command searches for *PDUSER*
truncation RDAREASs whose names (the command searches for
contain nnn. RDAREASs whose names
contain PDUSER)
Left truncation *nnn The command searches for *PDUSER
RDAREAs whose names end (the command searches for
with nnn. RDAREAs whose names end

with PDUSER)

(1) Operation commands supporting batch specification of RDAREA names

The following operation commands support batch specification of RDAREA names:

30

pdclose
pddbchg
pddbfrz
pddbls
pdhold
pdopen
pdrels
pdorbegin
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(2) Notes

1. Do not specify an asterisk (*) at any location other than the beginning or end of a
pattern character string. If an asterisk is specified at a location other than the
beginning or end of a pattern character string, the system treats the asterisk as part
of the character string.

2. Do not include a percent sign (%) or underscore (_) in the pattern character string.

If you are using sh (Bourne shell), csh (C shell), and ksh (Korn shell), you must
enclose a batch specification of RDAREA names in single quotation marks ().

4. To treat the pattern as being case sensitive, enclose the entire pattern character
string in double quotation marks (). If the pattern character string is not enclosed
in double quotation marks, the system treats it as being all uppercase letters. Also,
if the pattern character string contains a space, enclose the pattern character string
in double quotation marks (™). If you are using sh (Bourne shell), csh (C shell),
and ksh (Korn shell), you must enclose a batch specification of RDAREA names
in single quotation marks (').

5. When there an RDAREA name is duplicated in the RDAREAs grouped by batch
specification of RDAREA names and in the RDAREASs specified by another
RDAREA name specification (including RDAREA names grouped by another
batch specification of RDAREA names), whether or not the RDAREA is
processed more than once depends on the command. The following table
describes each command's processing when an RDAREA name is duplicated:

Command When multiple When there are duplicate RDAREASs in the
RDAREA name RDAREAs grouped by batch specification of
specifications RDAREA names and in the RDAREAs specified

contain a duplicate by another RDAREA name specification
RDAREA

pdclose N
pddbchg N
pddbfrz Y N
pddbls Y N
pdhold Other than Y N

-S

-s Y Y
pdopen Y N
pdrels Y N
pdorbegin Y Y
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Legend:
Y: Eliminates a duplicated RDAREA name from processing.

N: Does not eliminate any duplicated RDAREA names from processing;
performs processing as many times as an RDAREA name is specified.

1.5.3 Specifying the LANG environment variable

32

Some commands require specification of the LANG environment variable.

If the LANG environment variable is not specified but the LC_ALL or LC_* environment
variable is specified, the latter takes effect. If the L.C ALL or LC_* environment
variable is not specified, the specified LANG environment variable takes effect.

Take this into account when executing commands that require specification of the
LANG environment variable.
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1.6 Functions that become available when optional HiRDB program

products are installed

Table 1-5 describes optional HIRDB program products. When you install these
programs, the functions described in the table become available.

Table 1-5: HiRDB optional program products

Name of optional program product

Functions that become available when optional
program product is installed

HiRDB Staticizer Option#

Inner replica facility
Updatable online reorganization

HiRDB External Data Access#, HiRDB
External Data Access Adapter

HiRDB External Data Access facility

HiRDB Advanced High Availability”

Server mode system switchover function

User server hot standby

Rapid system switchover facility

Standby-less system switchover (1:1) facility

Standby-less system switchover (effects distributed) facility
Dynamic updating of global buffers (pdbufmod command)
System reconfiguration command (pdchgconf command)

HiRDB LDAP Option”

Sun Java System Directory Server linkage facility

HiRDB Advanced Partitioning Option#

Matrix partitioning of tables
Changing the partition storage conditions (ALTER TABLE)

HiRDB Non Recover FES

Recovery-unnecessary front-end server

HiRDB Disaster Recovery Light Edition

Real Time SAN Replication (when the log-only synchronous
method is used)

#: After installing the optional program product, you must use the pdopsetup
command to set up the optional program product.
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Chapter
2. Operation Commands

This chapter explains each of the operation commands.

pdacunlick (Release consecutive certification failure account lock state)
pdadmvr (Acquire HiRDB product information)
pdaudbegin (Start acquisition of audit trails)

pdaudend (Stop acquisition of audit trails)

pdaudrm (Delete audit trail files in shutdown status)
pdaudswap (Swap audit trail files)

pdbkupls (Display backup file information)

pdbufls (Display global buffer information)

pdbufmod (Change global buffer dynamically)

pdcancel (Forcibly terminate UAP or utility processing)
pdcat (Display messages in file)

pdcat [-d sts specified]

pdcat [-d option omitted]

pdchgconf (Reconfigure the system)

pdchprc (Change number of startup server processes)
pdclose (Close RDAREAS)

pdclttrc (Acquire SQL trace dynamically)

pdemt (Commit transactions)

pdconfchk (Check system definitions)

pdespool (Delete troubleshooting information)

pddbadset (Set up HiRDB External Data Access Adapter)
pddbchg (Change the replica status of replica RDAREAS)
pddbfrz (Place a full HIRDB file in a user LOB RDAREA in frozen update status)
pddbls (Display status of RDAREASs)

pddefrev (Generate definition SQL)

pdfbkup (Back up HiRDB file system)

pdffsck (Check and repair the integrity of a HIRDB file system area)
pdfgt (Terminate transaction forcibly)

pdfls (Display HiRDB file system area information)
pdfmkfs (Initialize HiRDB file system area)

pdfrm (Delete HiRDB file)

pdfrstr (Restore HiRDB file system)

pdfstatfs (Display status of HIRDB file system area)
pdgen (Generate system)

pdgeter (Acquire error information)
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pdgrprfl (Refresh user and role information)

pdhold (Shut down RDAREAS)

pditvstop (Stop periodic acquisition of HiRDB status)

pditvtrc (Periodically acquire the HiRDB status)

pdjarsync (Manipulate JAR files)

pdlistls (Display list definition information)

pdlodsv (Reduce the size of the installation directory)

pdlogadpf (Allocate log file)

pdlogatul (Control the automatic log unloading facility)

pdlogchg (Change status of log file)

pdlogcls (Close open log file)

pdloginit (Initialize log file)

pdlogls (Display log-related file information)

pdlogls [-d spd] (Display synchronization point dump file information)

pdlogls [-d sys] (Display system log file information)

pdlogopen (Open log file)

pdlogrm (Delete log file)

pdlogswap (Swap log files)

pdlogsync (Collect a synchronization point dump)

pdlogucat (Display unload log file information)

pdlogunld (Unload log file)

pdls (Display HiRDB system status)

pdls [-d act] (Display user status)

pdls [-d aud] (Display the status of audit trail files)

pdls [-d ha] (Display HiRDB system status)

pdls [-d Ick] (Display server lock control status)

pdls [-d mem] (Display server shared memory status)

pdls [-d org] (Display progress of reflection processing for online reorganization)

pdls [-d prc] (Display server process status)

pdls [-d ris] (Display log application processing execution status)

pdls [-d rpc] (Display server communication control information)

pdls [-d rpl] (Display HiRDB Datareplicator linkage status)

pdls [-d scd] (Display server schedule status)

pdls [-d stj] (Display whether or not statistical data output type by unit and server
is specified)

pdls [-d sts] (Display status file status)

pdls [-d svr] (Display status by unit and server)

pdls [-d trn] (Display server transaction status)

pdls [-d ust] (Display unit activity status)

pdmemsv (Save memory space)

pdobils (Display SQL object buffer statistics)

pdobjconv (Convert SQL objects for 64-bit-mode HiRDB)

pdopen (Open RDAREAS)

pdopsetup (Set up add-on PP)



pdorbegin (Commit a database for online reorganization)

pdorcheck (Check the application conditions for online reorganization)

pdorchg (Change the current RDAREAS for online reorganization)

pdorcreate (Create an environment for reflection processing for online
reorganization)

pdorend (Execute reflection processing for online reorganization)

pdpfresh (Refresh server process)

pdplgrgst (Register and delete plug-ins)

pdplgset (Set up a plug-in)

pdprgcopy (Copy a HiRDB update version)

pdprgrenew (Update a HIRDB update version)

pdrbk (Roll back transactions)

pdrdrefls (Display information about related RDAREAS)

pdrels (Release RDAREAs from shutdown status)

pdrisechk (Check the configuration of Real Time SAN Replication)

pdrisedbto (Inherit a database in Real Time SAN Replication)

pdriseset (Set the site status in Real Time SAN Replication)

pdrpause (Restart a process service)

pdrplstart (Start HIRDB Datareplicator linkage)

pdrplstop (Stop HiRDB Datareplicator linkage)

pdsetup (Register or delete HIRDB system in OS)

pdstart (Start HIRDB system, unit, or server)

pdstbegin (Start output of statistical information)

pdstend (Stop output of statistical information)

pdstjswap (Swap statistics log files)

pdstjsync (Apply statistics log buffer to statistics log file)

pdstop (Terminate HiRDB system, unit, or server)

pdstscls (Close open status file)

pdstsinit (Initialize status file)

pdstsopen (Open status file)

pdstsrm (Delete status file)

pdstsswap (Swap status files)

pdsvhostname (Display server's host name)

pdtrndec (Settle unsettled transactions forcibly and automatically)

pdtrnging (Start or release the transaction queuing facility)

pdusrchk (Check the Directory Server for user information)

pdvrup (Upgrade HiRDB version)
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pdacunick (Release consecutive certification failure account lock

state)

Function

The pdacunlck command releases identifiers from consecutive certification failure
account lock state authorization whose account lock period has not expired, or
authorization identifiers that are in permanent consecutive certification failure account
lock state.

When executed, the pdacunlck command sets to the null value the consecutive
certification failure account lock date and time and the consecutive certification failure
count for an authorization identifier if its consecutive certification failure account lock
date and time in the SQI. USERS data dictionary table is not the null value.

Executor

Format

HiRDB administrator

pdacunlck {authorization-identifier [, authorization-identifier] . .. |ALL}

Command arguments

Rules
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B quthorization-identifier [ , authorization-identifier] . . .

Specifies the authorization identifiers whose consecutive certification failure account
lock state is to be released. You can specify a maximum of 128 authorization
identifiers.

B ALL

Specifies that all authorization identifiers are to be released from consecutive
certification failure account lock state.

A user attempting to execute the pdacunlck command with ALL specified cannot
connect to HIRDB if the user privilege information buffer does not contain information
about the CONNECT permissions and the consecutive certification failure account
lock date and time are not the null value.

1. The pdacunlck command can be executed only when HiRDB is running.

2. The pdacunlck command must be executed at the server machine that contains
the single server or where the system manager is located.




Notes

pdacunick (Release consecutive certification failure account lock state)

The pdacunlck command cannot be executed if the data dictionary RDAREA is
shut down.

When an authorization identifier is specified, the command places that row of the
SQL USERS data dictionary table in the lock mode. When ALL is specified, the
command locks the rows of the SQL. USERS data dictionary table for all users
whose consecutive certification failure account lock date and time are not the null
value.

For the pdacunlck command, return code 0 indicates normal termination, and
return code 8 indicates abnormal termination.

If an authorization identifier is enclosed in double quotation marks ("), the
command treats it as being case sensitive. If it is not enclosed in double quotation
marks ("), the command treats it as all uppercase letters. If you are using sh
(Bourne shell), csh (C shell), or ksh (Korn shell), you must enclose the entire set
of authorization identifiers in apostrophes (').
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pdadmvr (Acquire HiRDB product information)

Function

Displays the HiRDB version information.
Executor

HiRDB administrator
Format

pdadmvr [-s]

Options
B -s

Specifies that the coding following the revision number is to be displayed as the
version information. The following shows an example of the version information
display:

*  When the -s option is omitted: 08-00
*  When the -s option is specified: 08-00-01

Rules
1. The pdadmvr command can be executed at any time, whether or not HiRDB is
active.
2. The pdadmvr command must be executed at each server machine.
Note

1. When the pdadmvr command is executed, return code 0 indicates normal
termination, and return code 8 indicates abnormal termination (such as an invalid
option).
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pdadmvr (Acquire HIRDB product information)

pdadmvr -s

parallel 08-00-01 Object-Option 32bit POSIX Staticizer-Option Exd

O) @

Advanced-High-Availability Advanced-Partitioning-Option Non-Recover-FES

® @ ® ® @

®

Disaster-Recovery-Light-Edition

©) @

D)

A circled number in the figure corresponds to the item number in the following table:

recovery-unnecessary FES
has been installed

No. Display item Explanation

1 HiRDB type * single: HiRDB/Single Server

* parallel: HiRDB/Parallel Server

2 HiRDB version HiRDB version

3 Object-Option Object-Option is always displayed.

4 HiRDB addressing mode * 32bit: 32-bit addressing mode

* 64bit: 64-bit addressing mode

5 Whether or not the POSIX e pos1x: Installed
library version has been * NO-POSIX: Not installed
installed

6 Whether or not the HIRDB * Staticizer-Option: Installed
Staticizer Option has been * No-Staticizer-Option: Not installed
installed

7 Whether or not HIRDB * Exd: Installed
External Data Access has * No-Exd: Not installed
been installed”

8 Whether or not HIRDB * Advanced-High-Availability: Installed
Advanced High Availability | e No-Advanced-High-Availability: Not installed
has been installed

9 Whether or not the HIRDB * Advanced-Partitioning-Option: Installed
Advanced Partitioning * No-Advanced-Partitioning-Option: Not installed
Option has been installed

10 Whether or not a HIRDB * Non-Recover-FES: Installed

No-Non-Recover-FES: Not installed
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No.

Display item

Explanation

11

Whether or not HIRDB
Disaster Recovery Light
Edition has been installed

Disaster-Recovery-Light-Edition: Installed
No-Disaster-Recovery-Light-Edition: Not installed
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pdaudbegin (Start acquisition of audit trails)

Function

The pdaudbegin command starts acquisition of audit trails.

Executor

HiRDB administrator

Format

HiRDB/Single Server

pdaudbegin

HiRDB/Parallel Server

pdaudbegin

[-u unit-identifier]

Options

-u unit-identifier ~ <identifier> ((4 characters))

Specifies the identifier of the unit that is to start acquisition of an audit trail.

If the -u option is omitted, the command starts acquiring audit trail on all units.

Rules

The pdaudbegin command can be executed only while HiRDB is active.

The pdaudbegin command must be executed at the server machine that contains
the single server or where the system manager is located.

Executing the pdaudbegin, pdaudend, pdaudrm, or pdaudswap command
while the pdaudbegin command is executing results in a command error.

The pdaudbegin command results in a command error if the
pd_aud file name operand has not been specified in the system definition or
the audit trail file specified in the pd _aud file name operand is missing.

At a HIRDB/Parallel Server, if you execute the pdaudbegin command omitting
the —u option and an error occurs during command processing or audit trail
acquisition has already begun, the command displays an error message at the
corresponding unit. The command starts acquisition of audit trails on units where
no error resulted.
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Notes
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The result of pdaudbegin command can be checked by using the pdls -d aud
command, by checking for any error messages, or on the basis of the return code
from execution of the command. A return value of 0 for this command indicates
normal termination; 4 indicates that only some of the units have terminated
normally; and 8 indicates abnormal termination.

You can use the pdls -d aud command to determine whether or not audit trails
are being acquired.



pdaudend (Stop acquisition of audit trails)

pdaudend (Stop acquisition of audit trails)

Function
The pdaudend command stops acquisition of audit trails.
Executor
HiRDB administrator
Format
m HiRDB/Single Server

pdaudend

m HiRDB/Parallel Server

pdaudend [-u unit-identifier)

Options
B -u unit-identifier ~ <identifier> ((4 characters))
Specifies the identifier of the unit that is to stop acquisition of an audit trail.
If the -u option is omitted, the command stops acquisition of audit trails on all units.
Rules

1. The pdaudend command can be executed only while HiRDB is active and audit
trail acquisition has started.

2. The pdaudend command must be executed at the server machine that contains
the single server or where the system manager is located.

3. A command error results if you execute the pdaudbegin, pdaudend, pdaudrm,
or pdaudswap command while the pdaudend command is executing.

4. The pdaudend command results in a command error ifthe pd_aud file name
operand has not been specified in the system definition or the audit trail file
specified in the pd_aud file name operand is missing.

5. AtaHiRDB/Parallel Server, if you execute the pdaudend command omitting the
-u option and an error occurs during command processing or audit trail
acquisition has already stopped, the command displays an error message at the
corresponding unit. The command stops acquisition of audit trails on the units
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Notes
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where no error resulted.

Once audit trail acquisition begins, the system keeps acquiring audit trails until
the unit is stopped or you execute the pdaudend command.

The result of pdaudend command can be checked by using the pdls -d aud
command, by checking for any error messages, or on the basis of the return code
from execution of the command. A return value of 0 for this command indicates
normal termination; 4 indicates that only some of the units have terminated
normally; and 8 indicates abnormal termination.
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pdaudrm (Delete audit trail files in shutdown status)

Function
The pdaudrm command deletes audit trail files that are in shutdown status.
Executor
HiRDB administrator
Format
m HiRDB/Single Server

pdaudrm -g audit-trail-file-name [-£]

m HiRDB/Parallel Server

pdaudrm -u unit-identifier -g audit-trail-file-name [-£]

Options
®m -u unit-identifier ~ <identifier> ((4 characters))
Specifies the identifier of the unit that contains the audit trail file to be deleted.
B -g audit-trail-file-name
Specifies the name of the audit trail file to be deleted.
m -f

Specifies that the audit trail file specified in the —g option is to be deleted even if it is
waiting for data loading.

You can use the pdls -d aud command to check for audit trail files.
Rules
1. The pdaudrm command can be executed only while HiRDB is active.

2. The pdaudrm command must be executed at the server machine that contains the
single server or where the system manager is located.

3. A command error results if you execute the pdaudbegin, pdaudend, pdaudrm,
or pdaudswap command while the pdaudrm command is executing,.

4. The pdaudrm command results in a command error if the pd _aud file name
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Notes
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operand has not been specified in the system definition or the audit trail file
specified in the pd _aud file name operand is missing.

You cannot delete the current audit trail file.

The result of pdaudrm command can be checked by using the pdls -d aud
command, by checking for any error messages, or on the basis of the return code
from execution of the command. A return value of 0 for this command indicates
normal termination; 8 indicates abnormal termination.
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pdaudswap (Swap audit trail files)

Function

The pdaudswap command swaps audit trail files (changes the audit trail file that is the
current audit trail file).

Executor
Auditor

To execute the pdaudswap command, you must specify the -U option or set the
auditor's authorization identifier and password in the PDUSER environment variable. If
the auditor's authorization identifier and password are not correct, a command error
results.

Format
m HiRDB/Single Server

Pdaudswap [-U authorization-identifier]

m HiRDB/Parallel Server

pdaudswap -u unit-identifier [-U authorization-identifier]

Options
®m -u unit-identifier ~ <identifier> ((4 characters))
Specifies the identifier of the unit that contains the audit trail file to be swapped.
® -U authorization-identifier

Specifies the auditor's authorization identifier. When this option is specified, a
message requesting entry of a password is displayed.

Rules

1. The command uses the authorization identifier specified in this option and
the password that is entered to connect to HIRDB and checks to determine
whether this authorization identifier has the audit privilege.

2. You can specify this option when you execute the pdaudswap command in
an environment in which you can enter a response to a response-request
message.
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Rules

Notes
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3. When this option is omitted, the pdaudswap command assumes the value
set in the PDUSER environment variable at the time of command execution.
If this option is omitted and the PDUSER environment variable has not been
set, the pdaudswap command cannot be executed. If this option is omitted,
the PDUSER environment variable must be set; the following shows an
example:

Example: C shell

setenv PDUSER '"authorization-identifier" /"password"'

1. The pdaudswap command can be executed only while HiRDB is active. You
cannot use this command when HiRDB was started by the pdstart -r
command.

2. The pdaudswap command must be executed at the server machine that contains
the single server or where the system manager is located.

3. A command error results if you execute the pdaudbegin, pdaudend, pdaudrm,
or pdaudswap command while the pdaudswap command is executing.

4. The pdaudswap command results in a command error if the
pd aud file name operand has not been specified in the system definition or
the audit trail file specified in the pd_aud file name operand is missing.

5. Ifthere is no swappable file generation or no audit trail file generation has been
created, a command error results.

6. If an open error occurs on the swappable audit trail file generation, the command
automatically uses another generation of the file as the target.

7. Ifpd aud no standby file opr=down was specified in the system
definition and the number of available generations is 1 or fewer, executing the
pdaudswap command results in a command error.

1. The result of pdaudswap command can be checked by using the pdaudswap
command, by checking for any error messages, or on the basis of the return code
from execution of the command. A return value of 0 for this command indicates
normal termination; 8 indicates abnormal termination.
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pdbkupls (Display backup file information)

Function

The pdbkupls command displays information about backup files acquired by
pdcopy (such as a list of RDAREASs and the backup acquisition date and time).

Use the pdbkupls command:

*  When you want to check the contents of a backup (for example, to determine what
is included in the most recent backup)

*  When you want to retain the acquired backup information as history
Executor
HiRDB administrator
Format

pdbkupls -b {backup-file-name [, backup-file-name] . . .
| device-symbolic-name [ , device-symbolic-name] | device-group-name
| object-name | policy-name}
[-k {ulilelmlo|n}]
[-o backup-information-output-file-name] [-c]
[-al [-s progress-message-output-interval)
[-G bar-list-file-name]
[-U {backup-search-condition-start-date_time, backup-search-condition-end-date_time
|, backup-search-condition-end-date_time} |

[-E MT-attribute-file-name-for-EasyMT] [-B input/output-buffer-sectors-count-for-EasyMT]

[-v volume-name[,volume-name] ...1 [-N EasyMT-file-name]
Options
B b
{backup-file-name [ , backup-file-name] . . . | device-symbolic-name [ , device-sy

mbolic-name] | device-group-name | object-name | policy-name}

Specifies the names of the backup files.
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When backup-file-name [ , backup-file-name] . . . is specified:
~ <path name> ((up to 1023 bytes))
Specifies the names of regular files, MT devices, or HiRDB files.

If you specify the name of a regular file or MT device, also specify -k u; if you
specify the name of a HiRDB file, also specify -k i.

When device-symbolic-name [, device-symbolic-name] is specified:
~ <identifier>
Specifies EasyMT device symbolic names. In this case, also specify -k e.
When device-group-name is specified:
~ <identifier>
Specifies an MTguide device group name. In this case, also specify -k m.
When object-name is specified:
~ <identifier>
Specifies a JP1/OmniBack II object name. In this case, also specify -k o.
When policy-name is specified:
~ <identifier> ((up to 128 bytes))
Specifies a NetBackup policy name. In this case, also specify -k n.
Rules
1. Ifahost name is specified, an error results.

2. Multiple file names can be specified only if the backup consists of multiple
files. When the backup does not consist of multiple files, all file names after
the first one specified are ignored. If the backup consists of multiple files,
only one file is specified, and the -a option is also specified, the command
terminates with an error.

B -k {ulilelm|o|n}

Specifies the type of backup file.

u:

Regular file or MT special file.
i:

HiRDB file.
el
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Backup file acquired using EasyMT.

m:

Backup file acquired using MTguide.
o:

Backup file acquired using JP1/OmniBack I1.
n:

Backup file acquired using NetBackup.
B -o backup-information-output-file-name ~ <path name> ((up to 1023 bytes))

Specifies a file to which the backup file information is to be output. When this option
is omitted, the backup file information is output to the standard output.

H -c

Specifies that the backup file information is to be output in CSV format. When this
option is omitted, the backup file information is output to the standard output.

u -3
Specifies that all information is to be output.

When this option is omitted, the command outputs the HiRDB identifier, backup
acquisition mode, backup acquisition time, and whether or not a log point information
file was specified.

B -s progress-message-output-interval ~ <unsigned integer> ((1-1024))

Specifies that progress messages are to be output during execution of the pdbkupls

command, and specifies the message output interval in terms of the amount of backup
file data to be processed in each interval (in gigabytes). For example, when -s 100 is
specified, a progress message is displayed after each 100 gigabytes of data has been

processed.

Note that this option is applicable only when the -a option is specified.
® -G bar-list-file-name

Specifies the name of the JP1/OmniBack II bar list file used when the database copy
utility was executed. This option is applicable only when -k o is specified.

Rules

1. The bar list file must be found at the server machine where the JP1/
OmniBack II sell server is located.

2. The directory containing the bar list file is /etc/opt/omni/barlists/
stream. Note that the protection specification in the bar list file is ignored.
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B -U
{ backup-search-condition-start-date_time, backup-search-condition-end-date_t
ime | , backup-search-condition-end-date_time}

Specifies a time period when only backup information acquired during the specified
period under the specified policy is to be included in the output backup information.
This option is applicable only when the NetBackup linkage facility is used (-k n is
specified). When the NetBackup linkage facility is not used, this option is ignored, if
specified.

If backup-search-condition-start-date time and
backup-search-condition-end-date_time are both specified, the most recent backup
acquired during the specified period is used. If only
backup-search-condition-end-date_time is specified, the backup that was current at the
specified time is used.

Rules

*  When this option is omitted, the command uses the most recent backup
among the backups acquired under the specified policy.

*  You can use the bpimagelist command (with the -policy option
specified) to check backup acquisition dates/times.

e When you specify a backup-search-condition-start-date_time or
backup-search-condition-end-date_time, specify an underscore (_) between
the date and the time, as shown below. If the time 1s omitted, 000000 is
assumed as the start time and 235959 is assumed as the end time.

-U YYYYMMDD | hhmmss], YYYYMMDD [ hhmmss)
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YYYY: Year ~ <unsigned integer> ((1990-2037))
Specifies the year.

MM: Month ~ <unsigned integer> ((01-12))

DD: Date ~ <unsigned integer> ((01-31))

hh: Hour ~ <unsigned integer> ((00-23))

mm: Minute ~ <unsigned integer> ((00-59))

ss: Second ~ <unsigned integer> ((00-59))

To specify the end date/time only, specify the comma (, ) and then the end
date/time.

B -E MT-attribute-file-name-for-EasyMT ~ <path name> ((up to 1023 bytes))
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Specifies the name of the MT attribute definition file for EasyMT. This option is
applicable only when -k e or -k m is specified.

Rules

1. This file must be connected to the server machine where the pdbkupls
command is executed.

2. Inthe MT attribute definition file, the following attributes take effect:
buf fno: Number of input/output buffer sectors
magazin: MT device allocation pattern
job: Job name
expire: Expiration date
preserve: Retention days

Note that when the -B option is specified, the number of input/output buffer
sectors specified in the -B option takes effect.

3. The contents of this file are checked when EasyMT is executed.

B -B input/output-buffer-sectors-count-for-EasyMT ~ <unsigned integer>
((1-255))

Specifies the number of input/output buffer sectors to be used for MT input/output
operations. This option is applicable only when -k e or -k m is specified.

Rules
1. A greater value improves performance, but more memory is required.

2. Ifthe -E and -B options are both omitted, EasyMT's default value is
assumed.

B -v volume-name |, volume-name] ... ~ <alphanumeric characters> ((up to 6
characters))

Specifies the names of MT volumes on which the backup was made. This option is
applicable only when -k e or -k m is specified.

Rules

1. Ifaspecified volume does not match a volume mounted on the MT deck, an
error results.

2. If the number of volumes needed for the backup is greater than the number
of volumes specified, the command does not check the names of the excess
volumes.

3. When this option is omitted, the command does not check the volume names.
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Rules

Notes

4. To specify multiple volume names, you must specify -k m. In this case,
make sure that no volume name is duplicated.

B -N FasyMT-file-name ~ <alphanumeric characters> ((up to 17 characters))

Specifies the EasyMT file name that was assigned when the backup file was acquired.
This option is applicable only when -k e or -k m is specified.

Rules
1. Ifthis file name does not match the backup file, an error results.

2. The backup file must begin at the beginning of the mounted MT (at file
sequence 1).

1. You can execute the pdbkupls command whether or not HIRDB is active.

2. Execute the pdbkupls command at the server machine where the host containing
the backup files is located. If you use NetBackup, execute the command at the
server machine that contains the host to which backup files were output during
execution of pdcopy.

3. The pdbkupls command can process only backup files acquired by pdcopy. If
any other backup file is specified, the command results in an error.

4. To use NetBackup, you must have JP1/VERITAS NetBackup Agent for HIRDB
License; for details, see the JP1/VERITAS NetBackup v4.5 Agent for HIRDB
License Description and User's Guide.

5. A differential backup file cannot be specified. If a differential backup file is
specified, an error results.

1. For the pdbkupls command, return code 0 indicates normal termination, and
return code 12 indicates abnormal termination. If the return code is 12, see the
previous message and eliminate the cause of the error.

2. Ifutf-8isselected as the character encoding in the pdsetup command, a BOM
is not added to a file that is output by pdbkupls.

Output format
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The following conventions apply to the output format:
1.  (linefeed) indicates a linefeed code (LF).

2. Ifthere is no output information, the command outputs * for the item in the
standard format and nothing in the CSV format (2 consecutive commas are
displayed).
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3. rr..rthrough uu...u are output for each RDAREA, in ascending order of the
RDAREA IDs (in which case, (/inefeed) and <<RDAREA information>> are
also output for each RDAREA).

4. When data is output to the backup information output file, EOF is displayed in the
row immediately following the last data.

5. A linefeed is performed after each 1,024 bytes of data (not including linefeed
codes).

The following shows the output formats:
® When the -a option is omitted

Standard format:

<<System information>> (linefeed)

<HiRDB system id> : aaaa (linefeed)
(linefeed)

<<Backup file information>> (/inefeed)
<Backup mode> : dd...d (linefeed)

<Backup start Time> : ee...e (linefeed)
<Logpoint information Y/N> : g (linefeed)

CSV format:

aaaa,dd...d, ee...e, g (linefeed)

Explanation

For details about aaaa through g, see the description for When the -a option is
specified.

® When the -a option is specified

Standard format:
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<<System information>> (linefeed)

<HiRDB system id> : aaaa (linefeed)
(linefeed)

<<Backup file information>> (linefeed)
<Backup file count> : bbbb (linefeed)
<Backup file name> : cc...c (linefeed)
<Backup mode> : dd...d (linefeed)

<Backup start time> : ee...e (linefeed)
<Backup end time> : ff..f(linefeed)
<Logpoint information Y/N> : g (linefeed)
<Get RDAREA's count> : hhhh (linefeed)
<Get RDAREA's list> : ii..i(linefeed)
<Errskip Y/N> : j(linefeed)

<Replica RDAREA generation No> : kk (linefeed)
<server name> : [I..I(linefeed)

<Server RUNID> : mm...m (linefeed)
<Server group name> : nn...n (linefeed)
<Server block No> : o0o0...0 (linefeed)
<Server generation No> : pp (linefeed)
<Server Log start time> : g¢q...q (linefeed)
(linefeed)

<<RDAREA information>> (linefeed)

<RDAREA name> : rr...r (linefeed)

<RDAREA id> : ss...s (/inefeed)

<RDAREA kind> : tt...t (linefeed)

<RDAREA last LSN> : wuu..u (linefeed)

CSV format:

aaaa, bbbb, cc...c,dd...d, ee...e, ff...f, g, hhhh,ii..i,j, kk, ll...l, mm...m, nn...n,
00...0,PP, 4q...q, 1T...7, SS..S M.t un..u . ..

Explanation
aaaa

Identifier of the HIRDB used to acquire the backup (1 to 4 characters).
bbbb

Number of backup files specified in the -b option (1 to 4 decimal digits).
cc...c

Names of the backup files specified in the -b option (maximum of 1,023
characters). Backup file names are output in the order specified in the -b option
of pdcopy, separated by the comma.
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dd...d
Value of the -M option when the backup was acquired (1 to 10 characters).
For -M x or -M r, the value is EXCLUSIVE; for -M s, the value is SHARED.
ee...e

Time the first record was written during backup acquisition (YYYY-MM-DD
hh:mm:ss).

7f

Time the last record was written during backup acquisition (YYYY-MM-DD
hh:mm:ss).

Whether or not a log point information file was created during backup acquisition
(1 character).

If a log point information file was created, the value is v; if not, the value is N.
hhhh

Number of RDAREAS stored in the backup files (1 to 4 decimal digits).
ii...i

Name of each RDAREA stored in the backup file (1 to 30 characters). Multiple

RDAREA names are separated by the comma and output in ascending order of
the RDAREA IDs used during backup acquisition.

Whether or not the -J option was specified during backup acquisition (1
character).

If the -J option was specified, the value is v; if not, the value is N.
kk
Value of the -g option during backup acquisition (1 to 2 decimal digits).
.1
Name of the server that contains the RDAREAs (1 to 8 characters).
mm...m
Log server run ID (information used by the system) (8 hexadecimal characters).
nn...n

Log group name (information used by the system) (1 to 8 characters).
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00...0
Block number (8 hexadecimal characters).

pp
Generation number (1 to 2 decimal digits).

q9---9
Time at which use of the system log file began (YYYY-MM-DD hh:mm:ss).
rr...r
Name of an RDAREA (1 to 30 characters).
SS...8
RDAREA ID (1 to 8 decimal digits).
..t
RDAREA type (1 to 15 characters):
MASTERDIRECTORY: Master directory RDAREA
DATADIRECTORY: Data directory RDAREA
DATADICTIONARY: Data dictionary RDAREA
SYSTEM LOB: Data dictionary LOB RDAREA
USER: User RDAREA
USER LOB: User LOB RDAREA
REG: Registry RDAREA
REG LOB: Registry LOB RDAREA

RDAREA update sequence number (information used by the system) (17
characters).
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pdbufls (Display global buffer information)

Function

The pdbufls command displays the status of global buffers.
Executor

HiRDB administrator

Format
pdbufls [~k output-type] [-d] [-x [-y]]
[{-s server-name][ , server-name] . . .
| -a global-buffer-name |, global-buffer-name] . . . }]
Options
B -k output-type ~ <<sts>>
Specifies the type of information to be displayed:
def
Global buffer definition information.

sts

Global buffer statistical information. The statistical information accumulated
since the last time the pdbufls command was executed is displayed. The first
time you execute the pdbufls command, or if you specify the -d option, the
system displays the statistical information accumulated since HiRDB started.

all
Both global buffer definition information and statistical information.
B -s server-name ~ <identifier> ((1-8))

Specifies a server name in order to display information about all global buffers at that
server. A maximum of 128 server names that can be specified; subsequent server name
specifications are ignored.

B -a global-buffer-name ~ <identifier> ((1-16))

Specifies the name of a global buffer for which information is be displayed. If
duplicate global buffer names are specified, the duplications are eliminated. A
maximum of 128 global buffer names can be specified; subsequent global buffer name
specifications are ignored.

m -d
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Rules
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Specifies that the system is to display the statistical information about a global buffer
since HiRDB started. If-k def is specified, the system ignores this option, if
specified.

H -x

Specifies that the information is to be displayed in DAT format. When -k allis
specified, this option cannot be specified.

B -y
When the -x option is specified, specifies that a header is to be displayed.

1. The pdbufls command can be executed only while HiRDB is active.

2. The pdbufls command must be executed at the server machine containing the
single server or the server machine where the system manager is located.

3. Ifthe -s and -a options are both omitted, global buffer information for all servers
is displayed

4. Figure 2-1 shows the collection range of global buffer statistical information.

Figure 2-1: Collection range of global buffer statistical information

pdbufls pdbufls -d pdbufls
Start HIRDB -a bufll -a bufll -a buflOl,bufl2

_ ¢ ‘1. +2. ‘3.

buf0l (——————— - P,

A B C

- o
-} -

Explanation

1. The range of information to be displayed is A, which is from HiRDB startup to 1.
In this case, the previous statistical information collection time is not displayed.

2. Because the -d option is specified, the system displays the information in the
range A + B, which is from HiRDB startup to 2. In this case, the previous
statistical information collection time is not displayed. This global buffer
information does not take effect on the next pdbufls command.

3. The information displayed with buf01 is in the range B + C, which is from 1
through 3. The information displayed with buf02 is in the range of D, which is
from HiRDB startup to 3. For buf01, the statistical information collection time
of 1 above is displayed; for buf 02, the previous statistical information collection
time is not displayed.
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1. The following are the pdbufls command's return codes:

4: Warning termination (some server processing terminated with an error)

12: Abnormal termination (an event occurred that prevented output of an error

When the return code is 12, check the error message in syslogfile at the host
where the single server or dictionary server is located, eliminate the cause of the
error, and then re-execute the pdbuf1s command. If no error message was output
to syslogfile, contact the customer engineer.

Notes
0: Normal termination
8: Abnormal termination
message)

Output format

-k def specified

DEFINE OF GLOBAL
EDIT TIME dad..a
BUFNAME SVID

bb...b ce...c

BUFFER

TYPE SIZE NUM WRATIO RDAREA/INDEX NAME
PRMAX PRNUM CSIZE MAPS

d eeK ff.f ggg hh...h

kk..k 1l mm...m  nn...n

[NOT FOUND ii...i=jj...j]

Explanation

ad...a

Time when pdbufls command was executed (year/month/date
hour:minute:second).

bb...b

Global buffer name (up to 16 characters).

cc...c

Server name (up to 8 characters).

Global buffer type:

R: RDAREA
I: Index
B: LOB
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o: Other!
ee

Buffer length (in KB; 2 decimal digits).
e

Number of buffer sectors (1 to 6 decimal digits in the 32-bit mode; 1 to 10 decimal
digits in the 64-bit mode).

888

Updated output pages at the time of deferred write trigger (percentage; 3 decimal
digits). This is the value specified in the -w option in the pdbuffer operand in
the system common definition.

hh...h
RDAREA name or index name (up to 43 characters).

If multiple names are defined, multiple names are output. However, there is no

output in the case of the Other! global buffer type. There is also no output in the
case of RDAREA or index deletion. The output format is as follows:

RDAREA name: RDAREA-name
Index name: authorization-identifier.index-identifier
Q.1
SERVER when the -s option is specified; BUFFER POOL when the -a option is
specified.

JJed

Server name when the -s option is specified (up to 8 characters); global buffer
name when the -a option is specified (up to 16 characters).

kk...k

Maximum number of concurrent prefetch operations (5 decimal digits). This is
the value specified in the pdbuffer -m option in the system common definition.

1

Maximum number of batch input pages (3 decimal digits). This is the value
specified in the pdbuffer -p option in the system common definition.

Internal information used by the system. ****** ig always displayed.

nn...n
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Internal information used by the system. * * is always displayed.

! Global buffer specified in the -o option of the pdbuf fer operand in the system
common definition.

-k sts specified
STATISTICS OF GLOBAL BUFFER
EDIT TIME dad..a

BUFFNAME SVID HIT (REF,UPD) RFGET READ RFFLS REFBUF WAITL
LAST-EXEC-TIME UPGET WRITE UPFLS UPBUF (TRG) SYNC
PRRED PRHIT PRINS PRREQ INSB

LRREQ LWREQ LRPAG LWPAG
CINSM CFEFMAX CFAVG

bb...b cc...c eee (fff,ggg) hh..h  jj.j .1 nn...n qq...9
dd..d i..i kk..k mm..m oo..o0(pp..p) rr..r
uu..u Vv WW.. W XX...X yy..y

zz...z AA..A BB..B CC..C
DD..D EE..E FF..F
[NOT FOUND ss...5=ft...1]

Explanation
aa...a

Time when pdbufls command was executed (year/month/date
hour:minute:second).

bb...b

Global buffer name (up to 16 characters).
cc...c

Server name (up to 8 characters).

dd..d

Last time statistical information was acquired for each global buffer (year/month/
date hour:minute:second)

If no statistical information has been collected or if the —d option is specified,
kkkk_kk_k*k Kkkekk.kk g dlsplayed

eee

Hits rate for the global buffer (percentage; 3 decimal digits).

Vi

Hits rate for referencing requests (percentage; 3 decimal digits).

888
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Hits rate for updating requests (percentage; 3 decimal digits).

hh...hh

Number of reference GETs.!

i..i

Number of update GETs.!

Jj-d
Number of actual READs. !

kk...k
Number of actual WRITES.!

.1
Number of reference buffer flushes.!
Number of update buffer flushes.!

nn...n
Number of current reference buffers (1 to 6 decimal digits in the 32-bit mode; 1
to 10 decimal digits in the 64-bit mode).

00...0
Number of current update buffers (1 to 6 decimal digits in the 32-bit mode; 1 to
10 decimal digits in the 64-bit mode).

pp-..p
Number of update buffers for the next time output of a deferred write trigger
occurs (1 to 6 decimal digits in the 32-bit mode; 1 to 10 decimal digits in the 64-bit
mode).

q9...q
Number of times a wait for buffer lock release occurred.!

r.r
Number of DB synchronization points.1

sS...8

SERVER when the -s option is specified; BUFFER POOL when the -a option is
specified.
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...t

Server name when the -s option is specified (up to 8 characters); global buffer
name when the -a option is specified (up to 16 characters).

Number of prefetch input pages.1
oy
Prefetch hit range (3 decimal digits).

Number of prefetch buffer shortages.!

XX...X
Number of prefetch READ requests.1

W..y
Number of out of buffer errors. !

zZZ...Z

Number of LOB buffer read requests.1
AA...A

Number of LOB buffer write requests.1
BB...B

Number of pages input into LOB buffer in batch.!
ccC..c

Number of pages output from LOB buffer in batch.!
DD...D

Internal information used by the system.

Internal information used by the system.
FE.F

Internal information used by the system.

! The display format is as follows:
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Numeric range

Display format

0~ 999 0~ 999
1,000 ~ 9,994 1.00K ~ 9.99K !
9,995 ~ 99,949 10.0K ~ 99.9K!
99,950 ~ 999,499 100K ~ 999K !
999,500 ~ 9,994,999 1.00M ~ 9.99M!
9,995,000 ~ 99,949,999 10.0M ~ 99.9M!
99,950,000 ~ 999,499,999 100M ~ 999M!
999,500,000 ~ 4,294,967,295 1.00G ~ 4.29G!

K: Kilo

M: Mega

G: Giga

! The decimal place beyond the displayed digits is rounded off.

m DAT output format (when -x and -y options are specified)

e -kdef

"DEFINE OF GLOBAL BUFFER" [CR]
"EDIT TIME"[CR]
"aa...a" [CR]

"BUFFNAME","SVID","TYPE", "SIZE", "NUM", "WRATIO", "RDAREA/

INDEX NAME", "PRMAX", "PRNUM","CSIZE", "MAPS" [CR]

"bb...b", "cc...c","d", ee, ff..f,ggg, "hh..h", kk..k,lll, mm...m, nn[CR]

o _ksts
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"STATISTICS OF GLOBAL BUFFER"[CR]

"EDIT TIME"[CR]

"aa...a" [CR]

"BUFFNAME", "SVID", "LAST EXEC TIME","HIT","REFHIT","UPDHIT", "RFGET","UPGET", "READ", "W
RITE",

"RFFLS", "UPFLS", "REFBUF", "UPBUF", "TRG", "WAITL", "SYNC", "PRRED", "PRHIT", "PRINS", "PRREQ
", "INSB",

"LRREQ", "LWREQ", "LRPAG", "LWPAG", "CINSM", "CFMAX", "CFAVG" [CR]

"bb...b", "cc...c", "dd...d", eee, fif, ggg, "hh..h", "ii..i", g, k. kT,

"L, "mm..m" , an..n, 00...0, pp..p, "qq...q", "Fr.L P, Ul ", vev, TWw. w, L X, Ty T,
"zz..z","AA... A", "BB..B","CC...C","DD...D" ,"EE...E" ,"FF...F" [CR]

Note
[CR] indicates a linefeed.
Rules for output in the DAT format

1. The elements are separated by the comma (, ), and information about one
global buffer is displayed on each line. If multiple RDAREAs have been
allocated to the same global buffer, one line of global buffer definition
information is displayed for each allocated RDAREA, and all items other
than the RDAREA name are repeated.

2. When a character element is included, it is enclosed in double quotation
marks (). Global buffer statistical information including the unit is treated
as a character element.

3. Because the pdbufls command's execution time is included on the title line,
this information is displayed only when title line output (-y option) is
specified.

4. Ifthe following information items cannot be acquired, the command displays
the null value for a numeric element and only " for a character element:

- Buffer length and number of buffer sectors in the global buffer definition
information

- Previous time the global buffer statistical information was acquired
The internal information used by the system will be the null value or "".

5. When information is displayed in DAT format, the following error message
is not output:

[NOT FOUND  sS...5=ft...1]
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pdbufmod (Change global buffer dynamically)

Function

The pdbufmod command adds, deletes, or changes a global buffer during HIRDB
operation.

The change made by pdbufmod is not inherited after the normal termination of unit or
server. Therefore, you need to apply this change using the pdbuf fer operand in the

system definition before the next normal start of HIRDB. The pdchgconf command
lets you change the system definitions without having to terminate HiRDB.

You can use the pdbufmod command if HIRDB Advanced High Availability has been
installed.

Executor

HiRDB administrator

Format

pdbufmod -k change-type -a global-buffer-name
[{-r RDAREA-name|,RDAREA-name] . ..|-b RDAREA-name|[, RDAREA-name] . ..
|-o|-i authorization-identifier .index-identifier} |
[-n buffer-sectors-count [-1 buffer-size] ]
[-m maximum-concurrent-prefetch-operations-count] [-p maximum-batch-input-pages-count]
[-w updated-output-page-rate-during-deferred-write-trigger]

[-y update-buffer-sectors-count-for-deferred-write-trigger-event]

Options

70

B -k change-type
Specifies the type of change to be made.
add:

Specifies that a new global buffer is to be added or another global buffer is to be
added to the existing global buffers.

To add a new global buffer, make sure that the -n option is specified. If you are
adding a new global buffer specifying the -r, -b, or -i option, the RDAREA or
index to be specified must be defined beforehand.




If the existing shared memory segment does not have enough space, the new
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global buffer is created in a new shared memory segment.

del:

Specifies that a global buffer is to be deleted or specific RDAREAs are to be
deleted from the global buffer.

To delete specific RDAREAs, specify the RDAREAS in the -r or -b option.

You must place the RDAREAS allocated to a global buffer to be deleted or the
RDAREAS to be deleted from a global buffer in shutdown and closed status

beforehand.
upd:

Specifies that the global buffer definition is to be changed. The global buffer

definition items include the maximum number of concurrent prefetch operations,

maximum number of batch input pages, and updated output page rate during
deferred write trigger.

Once the global buffer definition is changed, the contents of the global buffer
cache are discarded.

If the change made to the global buffer definition results in an increase in the

memory size for the global buffer and there is not enough space in the existing
shared memory segment, the command creates the global buffer with the
definitions in a new shared memory segment.

The following table shows the relationship between the change type and other options:

Other option -k change-type
add del upd
-a M M M
-r o o N
-b o o N
- o! N N
-4 o! N N
n ol:2 N 0
.1 o! N 0
“m 0! N (0]
-p o! N (6]
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Other option -k change-type
add del upd
—w 0! N O
-y o! N 0
Legend:
M: Mandatory
O: Optional

N: Not specifiable
"'You can specify this operand when a new global buffer is to be added.

2 To add a new global buffer, make sure that this operand is specified.
B -a global-buffer-name ~ <identifier> ((1-16))
Specifies the name of the global buffer to be added, deleted, or changed.

If you are specifying -k add (to add an RDAREA to an existing global buffer), -k
del, or -k upd, specify the name of a global buffer that has already been defined. If
you are specifying -k add (to add a new global buffer), specify a global buffer name
that is unique in the server.

B -r RDAREA-name|, RDAREA-name] ... ~ <identifier> ((1-30))

Specifies the names of the RDAREAs that are to be allocated to the global buffer or
that are to be deleted from the global buffer.

Rules
1. A batch specification of RDAREA names is not permitted.

2. If you specify the number of buffer sectors with the -n option and also
specify multiple RDAREAS for a single global buffer, the largest page size
in the RDAREAS becomes the buffer size. Therefore, we recommend that
you allocate RDAREAs with the same page size to a global buffer. If any of
the RDAREAs with identical page size contains a table that serves a different
purpose or to which frequent random or sequential access is made, that
RDAREA should be allocate to a separate global buffer in order to improve
buffering efficiency.

3. You cannot specify a duplicate RDAREA name. If you specify a duplicate
RDAREA name, the command eliminates the RDAREA from processing.

4. You can specify a maximum of 128 RDAREA names. If you specify more
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than 128 RDAREA names, the command ignores the excess RDAREA
names.

5. Ifan RDAREA name is enclosed in double quotation marks (™), the
command treats it as being case sensitive. If it is not enclosed in double
quotation marks ("), the command treats it as in all uppercase letters. If an
RDAREA name contains a space, enclose the RDAREA name in double
quotation marks (™). If you are using sh (Bourne shell), csh (C shell), and
ksh (Korn shell), you need to enclose the entire RDAREA names in single
quotation mark ().

6. To specify auser RDAREA, the data dictionary RDAREA must be in one of
the following statuses:

- Open and shutdown release status
- Open and command shutdown status
B -b RDAREA-name|, RDAREA-name] ... ~ <identifier> ((1-30))

Specifies the names of LOB RDAREAs that are to be allocated to the global buffer or
that are to be deleted from the global buffer.

Effective specification method
Specify the following LOB RDAREAs:
* LOB RDAREA that stores a plug-in index
* LOB RDAREA with a small amount of data that is accessed frequently

We recommend that you allocate a single LOB RDAREA to a single LOB global
buffer.

Rules

1. You can specify data dictionary LOB RDAREAs, user LOB RDAREAS, and
registry LOB RDAREAs. An error results if any other type of RDAREA is
specified.

2. A batch specification of RDAREA names is not permitted.
If you specify the -b option, you cannot specify the -m, -p, or —w option.

4. Ifyou have not allocated the global buffer (when the -o option is specified),
you must specify the LOB RDAREA specified in the -r option also in the
-b option.

5. You cannot specify a duplicate RDAREA name. If you specify a duplicate
RDAREA name, the command eliminates the RDAREA from processing.

6. You can specify a maximum of 128 RDAREA names. If you specify more
than 128 RDAREA names, the command ignores the excess RDAREA
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names.

7. If an RDAREA name is enclosed in double quotation marks (™), the
command treats it as being case sensitive. If it is not enclosed in double
quotation marks ("), the command treats it as in all uppercase letters. If an
RDAREA name contains a space, enclose the RDAREA name in double
quotation marks (). If you are using sh (Bourne shell), csh (C shell), and
ksh (Korn shell), you need to enclose the entire RDAREA names in single
quotation mark ().

8. Ifyouspecify auser LOB RDAREA, the data dictionary RDAREA must be
in one of the following statuses:

- Open and shutdown release status
- Open and command shutdown status
® -0
Specifies that a global buffer is to be allocated to all RDAREASs that are not specified

with the -r option. You can specify the -o option only once. If this option is specified
more than once, the first option specified takes effect.

B -i quthorization-identifier . index-identifier
authorization-identifier: ~ <identifier> ((1-8))
index-identifier: ~ <identifier> ((1-30))

Specifies the name of the index (authorization-identifier . index-identifier) to which an
index global buffer is to be allocated.

Effective specification method

Specify an index that is used frequently. By allocating a global buffer to a
frequently-used index, you can reduce the number of input/output operations
because the percentage of index pages made resident in memory increases.

This effect is especially large if you allocate an index defined for a cluster or
unique key to a global buffer. Note that the index identifier of a cluster key is
determined by HiRDB. After defining a table, search the dictionary table

(INDEX NAME column of SQL INDEXES table) to obtain the index identifier.

Allocating all indexes to index global buffers degrades the overall utilization
factor of global buffers. Therefore, carefully select the appropriate indexes for
allocation of global buffers, taking memory size into consideration.

Rules

1. Ifapair of authorization identifier and index identifier is enclosed in double
quotation marks ("), the command treats it as being case sensitive. If it is not
enclosed in double quotation marks ("), the command treats it as in all
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uppercase letters. If the index identifier contains a space, enclose it in double
quotation marks (™). If you are using sh (Bourne shell), csh (C shell), and
ksh (Korn shell), you need to enclose this information in single quotation
mark ().

If you specify authorization-identifier . index-identifier, the data dictionary
RDAREA must be in one of the following statuses:

- Open and shutdown release status

- Open and command shutdown status

B -n buffer-sectors-count

In 32-bit mode: ~ <unsigned integer> ((4-460000))
In 64-bit mode: ~ <unsigned integer> ((4-1073741824))

Specifies the number of global buffer sectors.

Guidelines for specification value

Specifying a value that is greater than necessary reduces the number of input/
output operations, but it increases overhead for searching the buffer.

A global buffer is allocated in shared memory. If its size is larger than
necessary, frequent paging occurs when other memory is used, thereby
adversely affecting the performance.

Depending on the timing of synchronization point acquisition and the
percentage of update pages in the global buffer, output operations may
concentrate on the database. Therefore, you also need to take into account the
balance of input/output operations.

If there are too may buffer sectors, allocation of shared memory may fail.

Determine the number of global buffer sectors based on the following table:

Condition Determining the number of global
buffer sectors

Global buffer with the -r or -o option HiRDB/Single Number of concurrent SQL processing

specified

Server requests X number of pages used per
SQL statement (about 3 to 6)

HiRDB/Parallel Number of concurrently executable
Server users X average number of tables
accessed concurrently per transaction

X 3 X n!

Global buffer with the -b option specified Total number of LOB RDAREAs X

percentage of residencyz(%)
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Condition Determining the number of global
buffer sectors

Global buffer with the -1 option specified Number of pages containing index X

percentage of residency3 (%)
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! The buffer hit rate cannot be improved by the number of buffer sectors obtained
based on n=1. Therefore, determine the appropriate buffer space as a coefficient
(buffer hit rate).

2 Although the desired percentage of residency is 1 (100%), determine this value
taking into account some factors, such as the memory capacity and the frequency
of data access. For details about the total number of pages in a user LOB
RDAREA and a register RDAREA, see the HiRDB Version & Installation and
Design Guide.

3 Although the desired percentage of residency is 1 (100%), determine this value
taking into account such factors as the memory size and the importance of the
index. For details about the total number of pages in an index, see the HiRDB
Version 8 Installation and Design Guide.

e Set this value in such a manner that the buffer hit rate becomes 80% or higher
for applications using HiRDB. You can check the buffer hit rate with the
following methods:

- Update buffer hit rate and reference buffer hit rate provided by the statistics
analysis utility (statistical information on global buffers).

- pdbufls command's header name HIT

m -1 buffer-size ~ <unsigned integer> ((even number in the range 4-30))

Specifies the size of the global buffer in kilobytes. Specify this option together with
the -n option.

Guidelines for specification value

Normally, you will omit this option, in which case the command assumes the
maximum page size of the RDAREAs allocated to this global buffer as the buffer
size. In the following cases, however, consider specifying a value:

* Ifyouintend to add an RDAREA whose page length will be greater than this
value or you will increase the page length of an RDAREA by initializing it
in the future, we recommend that you specify a sufficiently large value in this
option. However, if you can terminate HiRDB, there is no need to specify
such a large value because the maximum page length will be assumed for the
buffer the next time HiRDB starts.
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Rules

1. If this option's value is less than the maximum RDAREA page size, the

command assumes the maximum RDAREA page size as the buffer size.

2. If you specify an odd number in this option, the command adds 1 to the
specified value in determining the buffer size.

B -m maximum-concurrent-prefetch-operations-count ~ <unsigned integer>
((0-95000)) <<0>>

Specifies the maximum number of prefetch operations that can be executed

concurrently. When a character special file is used to search a large amount of data, the

prefetch facility can reduce the input/output time.

If you specify 0 in this option or omit this option, the prefetch facility will not be used.

To use the prefetch facility, you must specify 1 or a greater value.

Guidelines for specification value

This option specifies the number of concurrently executable SQL statements to
which the prefetch facility is applied in tables that are contained in the RDAREAs
allocated to the global buffer. The prefetch facility is applied to the following SQL

statements, where a value of 2 is used as the execution count for 3:

1. SELECT, UPDATE, and DELETE statements that do not use an index
(excluding the = and IN conditions)

2. SELECT, UPDATE, and DELETE statements that perform searches in
ascending order using an index (excluding the = and IN conditions)

3. SELECT, UPDATE, and DELETE statements that perform searches in

ascending order” using a cluster key (excluding the = and IN conditions)

* For a multicolumn index, the searches are conducted in the order specified in the

index definition.

Rules

If you use the prefetch facility, you need to re-estimate the shared memory size

because a buffer dedicated to batch input is allocated from the shared memory

separately from the global buffers.

For details about the formulas for determining the size of shared memory required
for the prefetch facility and global buffers, see the HiRDB Version 8 Installation

and Design Guide.

B -p maximum-batch-input-pages-count ~ <unsigned integer> ((2-256)) <<32>>

Specifies the maximum number of batch input pages for the prefetch facility. This

specification is applicable only when 1 or a greater value is specified in the -m option.
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Guidelines for specification value

Based on the shared memory size and cost performance, specify the value that
satisfies the following condition:

a X b =64 to 128 (kilobytes)

a: Page length of the RDAREA containing the data or index of the table that is
subject to prefetch processing
b: Maximum number of batch input pages

B -w updated-output-page-rate-during-deferred-write-trigger

~ <unsigned integer> ((0-100)) <<20>>

Specifies the percentage of updated output pages during deferred write trigger. For
details about deferred write trigger, see the HiRDB Version 8 Installation and Design

Guide.

If this operand's value is 0, the system does not output pages updated by deferred write

trigger.

Guidelines for specification value

Determine the appropriate value by checking the relevant information, such
as the number of input/output operations per global buffer and the hit rate for
updated pages, using the statistics analysis utility. If the hit rate for updated
pages is high for a global buffer, specify a low output rate for this global
buffer; if the hit rage is low, specify a high output rate.

If the specified value is too large, update processing occurs frequently,
resulting in frequent input/output operations. The number of pages to be
written in the database also increases during delayed write processing,
thereby adversely affecting throughput. On the other hand, if the specified
value is too small, the number of pages to be written in the database increases
during a synchronization point dump. Therefore, reduce the number of times
the same pages are written in the database between synchronization point
dumps.

Specify a value of 0 if all pages are in the global buffer and the same pages
are frequently updated by multiple transactions. This can reduce the total
number of pages that are written in the database between the synchronization
points.

m -y update-buffer-sectors-count-for-deferred-write-trigger-event
~ <unsigned integer> ((2-2147483647))

Specifies the number of update buffer sectors for when deferred write processing is to
be executed. When the number of update buffer sectors reaches the specified value, the
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deferred write trigger writes updated pages to the disk.

If the -y option is omitted, the number of update buffer sectors for the deferred write
trigger event depends on the combination of the pd dbbuff rate updpage and
pdbuffer -y operands, as shown below:

pd_dbbuff_rate_upd pdbuffer -y operand Number of update buffer sectors for deferred
page operand specification write trigger event
specification

Specified

Specified pdbuffer -y operand value

Omitted Number of global buffer sectors x
pd_dbbuff rate updpage operand value

Omitted

Specified pdbuffer -y operand value

Omitted Determined by HiRDB

Rules

Specification guidelines

Normally, you omit this operand. There may be times when deferred write processing
is not completed within the synchronization point interval. In such a case, you may
want to reduce the writing time by reducing the number of updated buffers and
accepting a slight reduction in the updated buffer hit rate; you do this by specifying this
operand. Assume 50% (the initial value set by HiRDB) as the specification guideline,
and determine the operand value by referring to the section Tuning the synchronization
point processing time when deferred write processing is used in the manual HiRDB
Version 8 System Operation Guide.

Rules

If the value specified in this option is greater than the number of global buffer
sectors, the number of global buffer sectors is used.

Notes

If the value of the -y option is too small, there is an increase in the frequency of
deferred write processing, resulting in an increase in workload. For this reason, it
is important to specify an appropriate value based on the specification guidelines.

1. The pdbufmod command can be executed only while HiRDB is active.

2.  The pdbufmod command must be executed at the server machine that contains
the single server or where the system manager is located.

3. When the pdbufmod command is executed, the system locks the related
RDAREAs and their RDAREA status in the EX mode. Any other transaction or
utility accessing these RDAREAS is placed in the wait status.
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Notes

Examples
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4.

You cannot execute the pdbufmod command in the following cases:
* The rapid system switchover facility or standby-less system switchover
facility is being used.
* pd dbbuff modify=Y is not specified in the system definition.
You cannot execute more than one pdbufmod command at the same time.

The maximum number of global buffer sectors that can be defined and the
maximum number of new shared memory segments that can be added are
determined by the values of the pd max add dbbuff no and

pd max add dbbuff shm no operands in the system definition.

Deletion of shared memory segments that is accompanied by deletion of a global
buffer may be delayed depending on the command's termination timing. To
immediately delete them, execute the pdpfresh command.

If the unit is terminated or HiRDB is terminated forcibly while the pdbufmod
command is executing, use the pdbufls -k def command after the restart to
make sure that the previous operation has been completed. If it has not been
completed, re-execute the pdbufmod command.

The following shows the pdbufmod command's return codes:

0: Normal termination

4: Warning termination (some server processing terminated abnormally)
8: Abnormal termination

12: Abnormal termination (an event occurred that prevented output of an error
message)

If the return code is 12, check the error message in syslogfile at the host where
the single server or dictionary server is located, eliminate the cause of the error,
and then re-execute the pdbufmod command. If no error message has been output
to syslogfile, contact the customer engineer.

Example 1:

This example adds the global buffer gbuf01 and then allocates the added
RDAREA RDAREA1 to this global buffer.
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pdbufmod -k add ... 1

-a gbuf0l  ..... ... 2

-r RDAREAL  ............. 3

-n 1000 ..., 4
Explanation

1. Specifies that a global buffer is to be added.
2. Name of the global buffer to be added

3. RDAREA to be allocated

4. Number of sectors for the global buffer

Example 2:
This example deletes the global buffer gbuf01 to which no RDAREA has been
allocated.
pdbufmod -k del  ........ ... 1
-a gbuf0l  ........ ... 2
Explanation

1. Specifies that a global buffer is to be deleted.
2. Name of the global buffer to be deleted

Example 3:
This example changes the number of sectors for the global buffer gbuf01 from
1000 to 2000.
pdbufmod -k upd ... 1
-a gbuf0l  ..... ..o 2
S0 2000 e 3
Explanation

1. Specifies that a global buffer definition is to be changed.
2. Name of the global buffer whose definition is to be changed

3.  Number of buffer sectors after change
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pdcancel (Forcibly terminate UAP or utility processing)

Function

The pdcancel command forcibly disconnects and terminates the process on HiIRDB
for processing a specified UAP or utility.

When a process is still active on HiRDB although the corresponding UAP has been
terminated due to an error, etc., this command is used to terminate the process. This
command forcibly terminates a process in a single server on the HIRDB that has been
connected with a UAP or terminates processes in front-end and back-end servers.

The pdcancel command also cancels utility processing that is executing.
Executor
HiRDB administrator
Format
HiRDB/Single Server
pdcancel {-U| -u UAP-identifier [-i process-ID1| -i process-ID -d}

HiRDB/Parallel Server
pdcancel {-x host-name | -X unit-identifier}
{-U| -u UAP-identifier [-i process-ID1| -i process-ID -d}
Options
m UAP
-x host-name ~ <identifier> ((1-32))

Specifies the name of the host containing the front-end server to which the
corresponding UAP is connected.

The host name can be obtained with the pdls command.
-X unit-identifier ~ <identifier> ((4 characters))

Specifies the identifier of the unit containing the front-end server to which the
corresponding UAP is connected.

Specifies that all UAPs running on the unit with the specified host name are to be
forcibly terminated.

-u UAP-identifier ~ <character string> ((1-30))
Specifies the UAP identifier (PDCLTAPNAME) of the client UAP corresponding to
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the process on HiRDB that is to be forcibly terminated. If more than one UAP
with the same identifier is running on the corresponding unit, the -1 option must
be specified.

-i process-ID ~ <unsigned integer> ((1-10))

Specifies the process ID of the process that is to be forcibly terminated. When this
option is specified together with the -u option, the process ID of a single server
or front-end server must be specified. When this option is specified together with
the —d option, the process ID of a single server, dictionary server, front-end server,
or back-end server must be specified. The pd1s command (with prc specified in
the —-d option) can be used to display process IDs. The process ID of the process
to be forcibly terminated can be determined from the service request acceptance
time for the corresponding UAP.

Specifies that the HIRDB process is to be forcibly terminated after a core dump
is acquired. If the process is engaged in transaction processing, the command
forcibly terminates the dictionary server, front-end server, and back-end server
handling the transaction, then acquires the core dump.

m Utility

-x host-name ~ <identifier> ((1-32))

Specifies the name of the host containing the system manager. In the case of the
database initialization utility (pdinit) or the database structure modification
utility (pdmod), the host name of the dictionary server must be specified.

The host name can be obtained by the pd1s command.

-X unit-identifier ~ <identifier> ((4 characters))

Specifies the identifier of the unit where the system manager is located. However,
if the database initialization utility or the database structure modification utility is
being terminated forcibly, the identifier of the unit which where the dictionary
server is located must be specified.

-u UAP-identifier ~ <identifier> ((1-8))

Specifies the name of the server processing the utility. A server name begins with
Om in the list of names displayed by the pd1s command (prc specified in the -d
option). For example, the server name for the database load utility (pdload) is
displayed as 0m1oad0. To forcibly terminate the database structure modification
utility, pdmod must be specified as the UAP identifier.

The following table lists the server name for each utility:
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Utility Server name’

Database initialization utility (pdinit) Ominitx
Database load utility (pdload) Omloadx
Database structure modification utility (pdmod) pdmod
Database reorganization utility (pdrorg) Omrorgx
Dictionary import/export utility (pdexp) Omexpx
Rebalancing utility (pdrbal) Omrbalx
Free page release utility (pdreclaim) Omrorgx
Global buffer residence utility (pdpgbfon) Omrorgx
Database condition analysis utility (pddbst) Omdbst
Optimizing information collection utility (pdgetcst) Omgcst
Database copy utility (pdcopy) Obcpyx
Database recovery utility (pdrstr) Obrstr

Rules
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* x at the end of a name is a numeric character ©0,1,2,..).

-i process-ID ~ <unsigned integer> ((1-10))

Specifies the process ID of the utility that is to be terminated forcibly. This option
must be specified in order to terminate a utility.

Specifies that the utility is to be forcibly terminated after a core dump is acquired.
If the utility is engaged in transaction processing, the command forcibly
terminates the single server, dictionary server, and back-end server handling the
transaction, then acquires the core dump.

The pdcancel command can be executed only while HiRDB is active.

The pdcancel command can be executed from any server machine except one
that contains a utility special unit.

In the case of UAP-connected processes, the pdcancel command (-d option not
specified) can be used only to forcibly terminate processes engaged in transaction
processing. If transaction processing has not started or has already terminated, but
the single server or front-end server does not send a response to the UAP,
terminate the single server or front-end server process by executing the




Notes

pdcancel (Forcibly terminate UAP or utility processing)

pdcancel command specifying the —-d option (in this case, the core is collected)
or the k111 OS command. Whether or not the process corresponding to the
specified UAP is engaged in transaction processing can be determined from the
information displayed by the pd1s command (trn -a specified in the -d
option). If information is displayed for the UAP, the process is engaged in
transaction processing; otherwise, the process is not engaged in transaction
processing.

If the pdcancel command is not executed for a process that is still engaged in
processing at the HiRDB side although the corresponding UAP had been
terminated due to an error, the process will be forcibly terminated when the time
specified in the corresponding client environment definition (PDSWAITTIME) is
reached.

The result of the pdcancel command can be checked by the pd1s command (-d
prc specified).

The pdcancel command may not execute if a non-alphanumeric character was
specified for PDCLTAPNAME in the client environment definition.

A utility should not be cancelled unnecessarily.

Return code 0 for the pdcancel command indicates normal termination, and
return code 8 indicates abnormal termination (such as an invalid option or rsh
error).
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pdcat (Display messages in file)

Common function

The pdcat command displays the contents of HIRDB system files for a specified type
of display object.

Common format
pdcat [-d display-object-type]l [display-object-type-options]
Note
The specifiable options depend on the display object type.
Common options
B -d display-object-type
Specifies the type of file to be displayed:
sts
Status file
Default
Message log file
Common note

1. Return code 0 for the pdcat command indicates normal termination, and return
code 8 indicates abnormal termination.

2. Ifyou specify the TMPDIR environment variable and cancel the pdcat command
or another HIRDB command during execution, files whose names begin with
pdcmd may remain in the directory set by TMPDIR. In such a case, use the OS's
rm command to delete those files.
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pdcat [-d sts specified]

Function

Outputs status file contents to the standard output.
Executor

Any user (with or without privileges)
Format

Unit status files
pdcat -d sts [{-x host-name| -u unit-identifier}
-f physical-filename [-v] [-e]

Server status files
pdcat -d sts -s server-name -f physical-filename [-v][-e]
Options
m {-x host-name | -u unit-identifier}

Specifies the identifier of the unit or the name of the host corresponding to the unit
status file. If this option is omitted, the information for the entire HIRDB system is
displayed.

-x host-name ~ <identifier> ((1-32))
Specifies the name of the host corresponding to the unit status file.
-u unit-identifier ~ <identifier> ((4 characters))
Specifies the identifier of the unit corresponding to the unit status file.
m -s server-name ~ <identifier> ((1-8))

Specifies the server name corresponding to the server status file. Even though there is
only one HiRDB server in a HIRDB/Single Server, it must be specified in order to
identify the object of server status file operations.

m -f physical-filename ~ <pathname> ((up to 167 characters))

Specifies the absolute pathname of the physical file. A physical file name must be
specified as HiRDB-file-system-area-name/HiRDB-filename.

In the case of a HIRDB that uses Real Time SAN Replication based on the log-only
synchronous method, either the status file for transaction processing or the status file
for log application processing can be specified. Note that the volume containing the
physical file must be readable.
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n -v
Specifies that the following items concerning the status file are to be checked:
* Record integrity by first and last record numbers.

* Record length and records count, based on the file management information
displayed by the pdstsinit command

* Completion of file updating, based on the status file management information
* Records count and record type in the status file management information

If checking detects an error, an error message is output after the contents of the
specified status file have been displayed.

If this option is omitted, status file checking is not performed.
B -e

Specifies that the status file is to be opened in the lock mode. If the pdcat command
is executed with this option specified at the time the unit or server is being started,
HiRDB may terminate abnormally due to a lock error.

When this option is omitted, the status file is not opened in the lock mode, and the
correct status may not be displayed if the specified status file is being used by the
HiRDB.

Rules
1. The pdcat command can be executed at any time, whether or not HiRDB is
active. However, it cannot be executed during HiRDB startup or termination
processing.
2. The pdcat command can be executed from any server machine except one that
contains a utility special unit.
Output format
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Path name:aa...aa
Initial time Current time R le R co factor Available manage

bb...b cc...c ddddd ee..e  fff> gg.g hh...h

Explanation
aa...a
Name of the physical file (up to 63 digits)
bb...b
Initialization date and time (in the format year/month/date hour:minute:second)

cc...c
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Current date and time (in the format year/month/date hour:minute:second)
If not being used as the current file --/--/-- --:--:--is displayed.
ddddd

Record length (decimal)
ee...e

Records count (decimal)
/i

Record utilization in the file (%)
gg..g

Number of contiguous free records in the file (decimal)
hh..h

Number of management records in the file (decimal)

The information displayed for a file that has been corrupted or in which an error has
occurred may not be correct.
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pdcat [-d option omitted]

Function
The pdcat command displays messages contained in a message log file.
Executor

Any user (with or without privileges)

Format
HiRDB/Single Server
pdcat [-al b | ab 1 [-c significance-code ]|, significance-code] . . .]
[-y yyyymmdd] [-t hhmmss] [-T hhmmss] [-n records-count]
[filename]

HiRDB/Parallel Server

pdcat [-al b | ab 1 [-c significance-code], significance-code] . . .]
[-x host-name| -u unit-identifier]] [-y yyyymmdd]
[-t hhmmss] [-T hhmmss] [-n records-count]
[filename]
Options

m -(a | b | ab}
—a

Specifies that all message information except the message IDs and message texts
is to be displayed.

Specifies that the message IDs and message texts only are to be displayed.
-ab
Specifies that all message information is to be displayed.
m -c significance-code

Specifies a significance code when specific messages are to be selected on the basis of
their significance codes (for details about significance codes, see the manual HiRDB
Version 8 Messages). When this option is omitted, messages are not selected on the
basis of significance codes.

B {-x hostname| -u unit-identifier}

To display messages by host or unit, specifies the unit's unit identifier or the host's host
name. When this option is omitted, messages for all hosts or units are displayed.
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-x host-name ~ <identifier> ((1-32))
To display messages by host, specifies the host's name.

To display server-related messages when the standby-less system switchover
(effects distributed) facility is used, you must specify the name of a host whose
server is running. This is because messages on the server in the switched system
are being output to the message log for the host whose server is running.

-u unit-identifier ~ <identifier> ((4 characters))
To display messages by unit, specifies the unit identifier of that unit.

To display server-related messages when the standby-less system switchover
(effects distributed) facility is used, you must specify the identifier of a unit whose
server is running. This is because messages on the server in the switched system
are being output to the message log for the unit whose server is running.

-y yyyymmdd

Specifies a date, when only messages for and subsequent to the specified message log
date are to be displayed (in the format year-month-date, where the year consists of the
four-digit calendar year, and the month and date each consist of two digits). When this
option is omitted, messages are not selected on the basis of the message log date.

B -t hhmmss

Specifies a time, when only messages for and subsequent to the specified message log
time are to be displayed (in the format hour-minute-second). When this option is
omitted, messages are not selected on the basis of a message log begin time.

B -T hhmmss

Specifies a time, when only messages for and prior to the specified message log time
are to be displayed (in the format hour-minute-second). When this option is omitted,
messages are not selected on the basis of a message log end time.

B -n records-count ~ <unsigned integer> ((1-32767))

Specifies the maximum number of message log records to be displayed. When this
option is omitted, all selected message log records are displayed.

Command arguments
m filename ~ <path-name>

Specifies the name of the message log file to be displayed. A file created by copying a
message log file can be specified. When this option is omitted, the messages in the
following message log files are merged into chronological order and then displayed:

®* SPDDIR/spool/pdlogl

®* SPDDIR/spool/pdlog?2
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Rules

Notes

The pdcat command can be executed only while HiRDB is active.

The pdcat command can be executed from any server machine except one that
contains a utility special unit.

For a HIRDB/Parallel Server, the storage location of the message log file depends

onthepd mlg msg log unit operand value inthe system definition, as shown
below:

* When pd mlg msg log unit=manager is specified
Unit where the system manager is located

* When pd mlg msg log unit=local is specified
All units

Ifpd mlg msg log unit=local wasspecified, the pdcat command displays
the contents of the message log file for the corresponding unit. If

pd mlg msg log unit=manager was specified or the

pd mlg msg log unit operand was omitted, and if the system manager is
located on the unit, the command displays the contents of the message log file for
that unit; if the system manager is not located on the unit, the command displays
nothing.

Output format
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aa...a bb..b cc...c dddd ee...e ff..f gg..g hhhh ii..i
Jij kk. k1L

Explanation

ad...a

Message serial number (7 decimal digits).

bb...b

Process ID (10 decimal digits).

...C

Message serial number within the process (server) (7 decimal digits).

dddd

HiRDB identifier (4 characters).

...e

Date (in the format year/month/date) (10 decimal digits).
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o

Time (in the format hour:minute:second) (8 decimal digits).
gg.g

Request source host name (first 8 characters).

When the standby-less system switchover (effects distributed) facility is used, this
is the name of the host whose server is running.

hhhh
Unit identifier (4 characters).

When the standby-less system switchover (effects distributed) facility is used, this
is the identifier of the unit whose server is running.

ii...i

Message output request source server name (8 characters).
Ji

Internal information used by the system (3 characters).
kk...k

Message ID (11 decimal digits).
1.1

Message text (up to 223 characters).
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pdchgconf (Reconfigure the system)

Function
The pdchgconf command changes system definitions during HiRDB operation.

Before executing the pdchgconf command, check that the definitions after the
change will be valid (execute the pdconfchk -d chgconf command).

You can use the pdchgconf command only if HIRDB Advanced High Availability
has been installed.

Executor
HiRDB administrator
Format

pdchgconf

Options
None
Changing procedure
Figure 2-2 provides an overview of changing system definitions.

Figure 2-2: Overview of changing system definitions (pdchgconf command)

$PDDIR/conf/
$PDDIR/conf $PDDIR/conf backconf

(="
3. Execute the E

2. Copy the system Sj;;ziznf 4. Save the system
definition files and ﬁ definition files before
J |7 change system the changes

T definitions S 5. Store the system
Fon ~=--7  definition files after
: : :

| | |

§ | |

1. Create the chgconf : the changes
directory : s
1

S_—— - S———

$PDDIR/conf/ $PDDIR/conf/
chgconf chgconf

Explanation
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1. Before executing the pdchgconf command, create the chgconf directory
in $PDDIR/conf in order to store the system definition file after the change.
In the case of a HiRDB/Parallel Server, create this directory in all units.

2. After copying all system definition files from $PDDIR/conf to the
chgconf directory, make desired changes to the system definitions.

For details about the system definitions that can be changed, see the HiRDB
Version 8 System Operation Guide.

Execute the pdchgconf command.

4.  When the pdchgconf command terminates, the system definition files
before the changes are saved in the backconf directory in $PDDIR/conf.

5. The system definition files after the changes are stored in $PDDIR/conf.

The pdchgconf command can be executed only while HiRDB is active.

The pdchgconf command must be executed at the server machine that contains
the single server or where the system manager is located.

You cannot use the pdchgconf command to change the pd system id or

pd master file name operand. Nor can you delete this information from the
current system file or an overwrite-disabled system file. An attempt to change or
delete this information will result in an error.

You cannot make changes to system definitions that affect OS parameters (kernel
parameters). To make such changes, use the normal procedure for changing
system definitions (terminate HiRDB, make changes to the system definitions,
and then re-start HIRDB).

When you execute the pdchgconf command, the system log files are swapped.
Before executing the pdchgcon f command, make sure that there is enough space
for operation with the new configuration. If you execute the pdchgconf
command while there is no swappable system log file, HIRDB displays the
KFPS01256-E message and stops (displays abort code Psinf07 or Psjn381). If
HiRDB has stopped, provide a swappable system log file and then start HIRDB.
If there is no swappable system log file, you need to add one. For details about
how to handle when there is no swappable file, see the HiRDB Version 8 System
Operation Guide.

Although the system log files are swapped when you execute the pdchgconf
command, no message to that effect is displayed. Therefore, if you need the
message log in the message log file, back up the message log file before executing
the pdchgconf command.
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5. Ifthe following conditions apply, you may not be able to execute the pdchgconf
command:

¢ For a HiIRDB/Parallel Server, some units or servers have terminated
(including reduced activation). If only recovery-unnecessary front-end
servers are inactive, you may be able to execute the pdchgconf command,
for details, see Notes when a recovery-unnecessary front-end server is used.

e For a HiIRDB/Parallel Server, a communication error has occurred in the
network between units.

* Updatable online reorganization is executing.
* The pdrplstop command is executing.

* A transaction or utility was still active 15 minutes after the pdchgconf
command was executed.

e HiRDB was started with the pdstart -r command.

* While HiRDB Datareplicator is linked, the value of the
pd rpl init start operand does not match the actual data extraction

%
mode.

* The details are as follows:

Value of the HiRDB Value of the Whether or not
pd_rpl_init_start Datareplicator pd_rpl_init_start the pdchgconf
operand before change linkage status operand after change command can

be executed

Y Active Y Y

N or omitted N
Has been stopped by the | v N
pdrplstop command
N or omitted Y
N or omitted Inactive Y N
N or omitted Y
Has been activated by Y Y
the pdrplstart
command N or omitted N
Legend:

Y: Executable
N: Not executable
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6.

10.

11.

12.

pdchgconf (Reconfigure the system)

The following limitations apply while the pdchgconf command is executing:

e UAP response time may be delayed. The guideline for the pdchgconf
command's execution time is: time required for normal termination of
HiRDB + time required for normal startup of HiRDB.

* Do not execute any other operation command or utility.

* The system switchover facility is not available. If the system switchover
facility is used in the HA monitor's server mode, the standby system is
stopped during execution of the pdchgconf command. In this case, update
the system definitions after the pdchgconf command terminates normally
and then restart the standby system. If the system switchover facility is using
Hitachi HA Toolkit Extension, stop the standby system before executing the
pdchgconf command, update the system definitions after the pdchgconf
command terminates normally, and then restart the standby system.

To add or delete a unit or server while HIRDB Datareplicator is linked, you must
re-create HIRDB Datareplicator's extraction environment. If a HIRDB transaction
is processed and data is added, updated, or deleted in the extracted database while
HiRDB Datareplicator's extraction environment is being re-created,
inconsistency occurs in the target database. In this case, do not use the
pdchgconf command to change the configuration.

If Real Time SAN Replication based on the log-only synchronous method is in
use and the pdchgconf command is used, you must execute the preparations for
log application. For details about Real Time SAN Replication, see the manual
HiRDB Version 8 Disaster Recovery System Configuration and Operation Guide.

If the pdchgconf command's execution fails, the system automatically restores
the previous system definitions, using the system definition files stored in the
backconf directory under $PDDIR/conf. If this recovery processing fails,
HiRDB may terminate itself. In such a case, check the error messages and take
appropriate action.

During execution of the pdchgconf command, error messages and abort codes
that accompany HiRDB startup and termination may be displayed. In such a case,
there may be a problem with the new system definitions or environment. Take
appropriate action according to the displayed error messages and abort codes.

Return code 0 for the pdchgconf command indicates normal termination, and
return code 8 indicates abnormal termination.

While only recovery-unnecessary front-end servers are inactive, you still may not
be able to execute the pdchgconf command in the following cases:

* The pd mode conf operand value in the system definition is AUTO.

* After the system definition is changed, a currently inactive unit's front-end
server will no longer be a recovery-unnecessary front-end server.
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Notes when a recovery-unnecessary front-end server is used

98

1.

If a recovery-unnecessary front-end server has stopped normally and the
corresponding unit is running, the pdchgconf command cannot be executed.

If all units are running except ones that contain a recovery-unnecessary front-end
server and no individual server has stopped, the pdchgconf command can be
executed even when a unit containing a recovery-unnecessary front-end server is
inactive. However, if Notes 5 through 10 are true, the pdchgconf command
cannot be executed.

The pdchgconf command replaces the system definition file in SPDDIR/conf
in the inactive unit with the system definition file in $PDDIR/conf/chgcont.
The command then restarts the inactive unit in order to apply the new system
definition. If a problem occurs, such as a machine shutdown or a network error,
the pdchgconf command may not replace the system definition file in the
inactive unit or may not restart the unit. In such a case, the command displays the
KFPS04665-W message. If this message is displayed, you must take actions (i)
and (ii) below before restarting the unit. If these actions are not taken, HIRDB
cannot accept the correct changes to the system definition, resulting in invalid
operation. If such invalid operation occurs, immediately terminate the
corresponding unit and take actions (i) and (ii):

(i) Replace the system definition file in SPDDIR/conf or $PDCONFPATH with the
new one.

(i) Use the pdconfchk command to make sure that there are no differences in the
system definitions between the units.
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pdchprc (Change number of startup server processes)

Function

The pdchprc command changes the number of resident server processes and the
maximum number of startup server processes. It also displays the current number of
resident server processes and the current maximum number of startup server
processes.

Executor
HiRDB administrator
Format

HiRDB/Single Server
pdchprc [-p resident-processes-count |, maximum-startup-processes-count] ]

HiRDB/Parallel Server
pdchprc {-al| -s server-name}
[-p resident-processes-count [ , maximum-startup-processes-count] |

Options

B -p resident-processes-count
[,maximum-startup-processes-count] ~ <unsigned integer> ((0-2048))

Specifies new values for the number of resident server processes and maximum
number of startup server processes. If the maximum number of startup processes is
omitted, the number of resident processes is assumed. If the -p option is omitted, the
command displays the current number of resident server processes and current
maximum number of startup server processes at the time the pdchprc command is
executed.

The number of processes can be any value in the range 0 to the maximum number of
startup server processes specified in the HIRDB system definition. The maximum

number of startup server processes is shown below. Note that if you have not specified
the pd max reflect process_count operand, treat the value of this operand as 0.

* Single server or front-end server

Value of pd_max_users operand in the system common definition + value of
pd max reflect process count operand

e Back-end server

Value of pd_max_bes process operand in the server common definition or
back-end server definition + value of pd_max reflect process count
operand

99



pdchprc (Change number of startup server processes)

Rules

Notes
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Dictionary server

Value of pd_max_dic process operand in the server common definition or
dictionary server definition + value of pd_max reflect process count
operand

—a

Specifies that the number of resident server processes and maximum number of startup
server processes for every server that is active when the pdchprc command is
executed are to be displayed. If this option is specified together with the -p option, the
command changes the number of resident server processes and the maximum number
of startup server processes for every active front-end server and back-end servers to
the values specified in the -p option.

-s server-name ~ <identifier> ((1-8))

Specifies the name of a server whose number of resident server processes and
maximum number of startup server processes are to be changed or displayed.

The pdchprc command can be executed only while HiRDB is active.

The pdchprc command must be executed at the server machine containing the
single server or the server machine where the system manager is located.

An error results if the number of resident processes specified in the —p option is
greater than the maximum number of startup processes.

If either value specified in the -p option is greater than the maximum number of
startup server processes specified in the HIRDB system definition, HIRDB
displays a warning message and assumes the maximum number of startup server
processes specified in the HIRDB system definition.

Whenever the number of resident processes or the maximum number of startup
processes is changed by the -p option, HIRDB displays a message to that effect
at each applicable server.

The new number of resident server processes and maximum number of startup
server processes set by the pdchprc command remain in effect at each applicable
server until the server is terminated. Once HiRDB is terminated normally or
forcible or planned termination is executed, this information is not inherited at the
next restart.

If the server specified in the -s option is not active or is terminating, the pdchprc
command terminates with an error. When the -a option is specified, neither the
number of resident server processes nor the maximum number of startup server
processes is changed at or displayed for any inactive server or any server that is
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terminating.

2. To change the number of resident processes or the maximum number of startup
processes for a dictionary server, the name of the dictionary server must be
specified in the -s option.

3. Ifthe maximum number of startup server processes is changed to 0, all transaction
processing underway at the time the pdchprc command executes terminates with
an error.

4. If the maximum number of startup processes for a dictionary server or back-end
server is changed to a value that is less than the value specified in the HIRDB
system definition and if many transactions are concentrated at that server, the
transactions the server can no longer handle may terminate with an error.

5. Onthe HiRDB/Parallel Server, if the system manager and the front-end server are
the same unit, changing the maximum number of processes that can be launched
on the front-end server to 0 disables the following utilities:

* Database load utility (pdload)

* Database structure modification utilities (pdmod)

* Database reorganization utility (pdrorg)

* Database condition analysis utility (pddbst)

* Optimizing Information collection utility (pdgetcst)

6. When the standby-less system switchover (effects distributed) facility is used, if
the pdchprc command is used to display the number of resident server processes
and the maximum number of active processes, the number of resident back-end
server processes and the maximum number of active processes may not match
depending on the number of allocated server processes. Additionally, even when
you specify the —-p option to change the number of resident processes and the
maximum number of active processes, the number of resident back-end server
processes and the maximum number of active processes may not be changed
depending on the number of allocated server processes. For details about the
number of allocated server processes when the standby-less system switchover
(effects distributed) facility is used, see the HiRDB Version 8 System Operation
Guide.

7. Return code 0 for the pdchprc command indicates normal termination, and
return code 8 indicates abnormal termination (such as an invalid option or rsh
error).

Output format

The following information is displayed only when the -p option is omitted:
ada...a bbbb, cccc dddd, eeee
ada...a bbbb, cccc dddd, eeee
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Explanation
aa...a
Server name (1-8 characters)
bbbb
Number of resident server processes specified in the HIRDB system definition
ccee

Maximum number of startup server processes specified in the HIRDB system
definition

dddd

New number of resident server processes set by the pdchprc command. If it is
the same as bbbb, **** is displayed.

eeee

New maximum number of startup server processes set by the pdchprc command.
If it is the same as cccc, * *** is displayed.
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pdclose (Close RDAREAS)

Function

The pdclose command closes specified RDAREAs. RDAREAS that have been shut
down by the pdhold command and RDAREASs in error shutdown status can be
specified.

Executor
HiRDB administrator

Format
pdclose -r {RDAREA-name[, RDAREA-name] ... |ALL} [-q
generation-number]

Options
B -r {RDAREA-name[,RDAREA-name] ... |ALL}
-r RDAREA-name ~ <identifier> ((1-30))

Specifies the name of an RDAREA to be closed. You can also use batch
specification of RDAREA names. For details about batch specification of
RDAREA names, see 1.5.2 Batch specification of RDAREA names in operation
commands.

ALL

Specifies that all RDAREAs except the master directory RDAREA are to be
closed. If the —g option is specified, the command processes the same generation
of RDAREAs.

Rules

1. You cannot close an RDAREA that is in reference-possible backup hold (update
WAIT mode) or updatable backup-hold status, nor can you close a master
directory RDAREA.

2. You cannot specify a duplicated RDAREA name. If the name is specified, the
system will eliminate all duplicated RDAREA names.

3. You can specify a maximum of 128 RDAREAs. If more than 128 RDAREA
names are specified, the system ignores the excess names.

4. Ifan RDAREA name is enclosed in double quotation marks ("), the system treats
it as being case sensitive; otherwise, the system treats it as all uppercase letters. If
an RDAREA name contains a space, enclose the entire name in double quotation
marks ("). If you use the Bourne shell (sh), C shell (csh), or Korn shell (ksh),
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you must enclose the entire set of RDAREA names in single quotation marks ().

If you specify a user RDAREA or user LOB RDAREA, make sure that the
corresponding data dictionary RDAREA is in one of the following statuses:

* Open and shutdown release status
* Open and shutdown status placed by the pdhold command

When you specify both data dictionary and user RDAREAS or both data
dictionary and user LOB RDAREAs, be sure to specify the data dictionary
RDAREAS last.

If you are using the inner replica facility, you can also specify original and replica
RDAREA names. In this case, you can specify only user RDAREAs and user
LOB RDAREAs.

B -qg generation-number ~ <unsigned integer> ((0-10))

Specifies the generation number of a replica RDAREA.

If you specify this option, make sure that the original RDAREA name is specified in
the -r option. An error results if you specify an original RDAREA whose replicas
have all been deleted or if you specify a normal RDAREA (one without a replica

RDAREA).
Rules

1. The pdclose command can be executed only while HiRDB is active.

2. The pdclose command must be executed at the server machine containing the
single server or the server machine where the system manager is located.

3. The pdclose command locks the specified RDAREAs in the EX mode. If
another transaction is accessing a specified RDAREA, the pdclose command
will go onto wait status until the transaction terminates.

4. Ifthe pdclose command is executed on a shared RDAREA, all back-end servers
are locked. If there can be multiple concurrent accesses to the corresponding
RDAREA, global deadlock may occur, resulting in a timeout. If global deadlock
has occurred, re-execute the pdclose command.

5. Ifhybrid is selected as the processing method for Real Time SAN Replication,
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executing the pdclose command results in a database synchronization wait for
the remote site. This may result in an overhead of 2 seconds or more for each
RDAREA specified in the -r option. If the database synchronization wait for the
remote site fails, you must recover the remote site's database. For details about the
error handling when Real Time SAN Replication is used, see the HiRDB Version
8 System Operation Guide.



Note

pdclose (Close RDAREAs)

The result of the pdc1ose command can be checked by the pddb1ls command.
The following shows the pdclose command's return codes:

0: Normal termination

4: Warning termination (some RDAREA processing terminated with an error)
8: Abnormal termination

12: Abnormal termination (an event occurred that prevented output of an error
message)

If the error code is 12, check the error message in syslogfile at the host where the
single server or dictionary server is located, eliminate the cause of the error, and
then re-execute the command. If no error message has been output to syslogfile,
contact the customer engineer.
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pdclttrc (Acquire SQL trace dynamically)

Function

The pdclttrc command acquires an SQL trace for a client executing SQL
statements. The SQL trace information is output to the client.

You can determine the server name and process ID subject to acquisition of the SQL
trace from the client's IP address and UAP identification information in the pdls -d
prc command's execution results.

Executor
HiRDB administrator
Format

pdclttrc [-s server-name] [-p process-ID] [-el [-1 PDUAPREPLVL-valuel
[-m maximum-length-of-?-parameter-and-search-data)

[-n output-operation-codes-count] [-o SQL-trace-file-size]

Options
B -s server-name ~ <identifier> ((1-8))

Specifies the name of the server to which the client subject to acquisition of the SQL
trace is connected. Specify the name of the single server or a front-end server.

When this option is omitted, the command acquires an SQL trace for all processes
connected to all HIRDB servers (single or front-end servers).

For a single server, specifying an invalid server name does not result in an error.
B -p process-ID ~ <unsigned integer> ((1-10))

Specifies the process ID of the server to which the client subject to acquisition of the
SQL trace is connected.

For a HiRDB/Parallel Server, this option must be specified together with the - s option.
For a HIRDB/Single Server, the -s option is optional.

When this option is omitted, the command acquires an SQL trace for all processes
connected to the single server or front-end server.

B -e

Stops acquisition of SQL traces.
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Rules

1. When the connection has been broken or SQL trace acquisition has stopped
because the -n option value was reached, specifying this option does not
result in an error.

2. Ifonly this option is specified, the command stops acquisition of SQL traces
for all processes that are connected to all HIRDB servers (single or front-end
servers).

3. When this option is specified together with the - s option, the command stops
acquisition of the SQL traces for all processes connected to the specified
server.

4. When this option is specified together with the -p option, the command stops
acquisition of the SQL trace for the specified process.

5. A stop request to the client is executed by the next SQL statement. If an
internal operation is executed in the meantime, SQL trace information may
be output even after its acquisition is stopped by the -e option. For details
about internal operations, see the operation codes in 14.4.3 Record formats
of DAT-format files.

m -1 PDUAPREPLVL-value

To output UAP statistical report information in addition to SQL trace information,
specifies the UAP statistical report information that is to be output (value of the
PDUAPREPLVL client environment definition). For details about the specification
values and information output destination, see the HiRDB Version 8 UAP Development
Guide.

When the inter-process memory communication facility is used, this option is ignored,
if specified. The command displays the messages during process-to-process memory
communication.

When this option is specified together with the —e option, this option is ignored.

B -m maximum-length-of-?-parameter-and-search-data ~ <unsigned integer>
((4-32008))

Specifies in bytes the maximum length of the search data and »? parameter information
that is to be output to the SQL trace.

This option provides the same function as when INOUT is specified in the PDPRMTRC
client environment definition.

When this option is specified together with the —e option, this option is ignored.
B -n output-operation-codes-count ~ <unsigned integer> ((0-10000)) <<0>>

Specifies the number of operation codes to be output to the SQL trace file. SQL trace
acquisition stops when information has been output for the specified number of
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operation codes.

When this option is omitted, the command outputs SQL trace information until a

pdclttrc command with the -e option specified is executed or until DISCONNECT is
executed.

When this option is specified together with the —e option, this option is ignored.

B -o SQL-trace-file-size ~ <unsigned integer> ((0,4096-2000000000))
<<32768>>

Specifies in bytes the size of the SQL trace file.

When 0 is specified, the maximum file size is assumed.

Rules

When this option is specified together with the —e option, this option is ignored.

The pdclttrc command can be executed only when HiRDB is running.

The pdclttrc command must be executed at the server machine that contains
the single server or where the system manager is located.

The pdclttrc command acquires a SQL trace only if the connected client
version is 07-01 or later.

When the pdc1ttrc command is executed, it starts acquisition of the SQL trace
for the SQL statement that is currently being processed; however, the command
does not display the following information for this SQL statement:

* SQL start time

* SQL runtime that is displayed when PDSQLEXECTIME=YES is specified in
the client environment definition

* SQL runtime and differential information, which are output to the UAP
statistical report for each SQL statement

The SQL trace file and UAP statistical report are output to the directory specified
in the PDCLTPATH client environment definition. When PDCLTPATH is omitted,
the SQL trace file is output to the directory that is the current directory for UAP
execution.

If both the -1 option and the PDREPPATH client environment definition are
specified, the SQL trace file is output to the directory specified in PDREPPATH.

The following table shows the output destination of an SQL trace file when the
-1 option is specified:

PDCLTPATH PDREPPATH Output destination of SQL trace file

Omitted

Omitted Current directory
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PDCLTPATH PDREPPATH Output destination of SQL trace file
Specified Omitted Directory specified in PDCLTPATH
Omitted Specified Directory specified in PDREPPATH
Specified Specified
6.  When the -1 option is specified, the command does not output information from

Notes

prior to the command's execution because the information for each UAP
statement begins with the beginning of the command.

The names of the SQL trace files that are output are
pAXXXXXXXXYYYYYYYyyy-1 . trc and paxxxxxxxxyyyyyyyyyy-2 . trc.

xxxxxxxx: Server name (1 to 8 characters)
yyyyyyyyyy: Server process ID (1 to 10 decimal digits)

If an SQL trace has already been acquired at the client, the pdc1ttrc command
is ignored, if executed.

If the pdclttrc command is executed while another pdclttrc command is
executing, a message is displayed indicating that an SQL trace is being acquired
for the current process.

If connection is broken for a reason such as a communication error or
DISCONNECT, or if SQL trace information has been output for the number of
operation codes specified in the -n option, SQL trace acquisition terminates
automatically.

The following are the pdc1ttrc command's return codes:
0: Normal termination

8: Error termination
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pdcmt (Commit transactions)

Function

The pdcmt command forcibly commits transactions when none of the transactions that
are part of a global transaction could be concluded (for example, because of a
communications error). All the transactions in the global transaction must be
committed, otherwise they will not be synchronized.

The pdemt command is used to forcibly commit transactions that are shown in the
status information displayed by the pd1s -d trn command as being in READY status
(Status 1) and p status (Status 2).

Executor

Format

HiRDB administrator

pdcmt {-x host-name | -u unit-identifier} [-s server-name]
{-A | -t transaction-identifier}

Options
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B {-x host-name | -u unit-identifier}

Specifies the identifier of the unit or the name of the host in which the transactions to
be committed are located.

-x host-name ~ <identifier> ((1-32))

Specifies the name of the host in which the transactions to be committed are
located.

-u unit-identifier ~ <identifier> ((4 characters))

Specifies the identifier of the unit in which the transactions to be committed are
located.

B -s server-name ~ <identifier> ((1-8))

Specifies the server name when the unit has multiple servers. If this option is omitted,
all servers in the object host are subject to the pdcmt command.

H -A

Specifies that all transactions in the server specified by the -s option that are in READY
status and recovery waiting status are to be committed.

B -t transaction-identifier ~ <alphanumeric characters> ((16 characters))

Specifies that the transaction identifier of a transaction in READY status and recovery



Rules

Notes
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processing waiting status is to be committed.

1. The pdcmt command can be executed only while HiRDB is active.

2. Execute the pdcmt command at each server machine. Note that you cannot
execute this command at the server machine on a utility special unit.

1. Theresults of the pdemt command can be checked on the basis of the return code
from execution of the pd1s command (with -d trn specified) or by checking for
any error messages. Return code 0 for the pdcmt command indicates normal
termination, and return code 1 indicates abnormal termination (such as an invalid
option or rsh error).

2. Forced commit may not be possible for a transaction that is connected to a
recovery-unnecessary front-end server and executed, even if transaction status 1
is READY and transaction status 2 is p. In such a case, you must complete the
transaction automatically; for details about how to complete a transaction that is
in uncompleted status for transaction determination, see the manual HiRDB
Version 8 System Operation Guide.
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pdconfchk (Check system definitions)

Function
Checks the contents of system definitions that are required in order to start HIRDB.

If there is an error in the system definitions, the command displays the erroneous
definition along with the details.

Executor
HiRDB administrator
Format
pdconfchk [-d subdirectory-name] [-n] [-1]
Option
B -d subdirectory-name ~ <path name>

Specifies the subdirectory that contains the HIRDB system definition file to be
checked, expressed as a path name relative to $PDDIR/conf or SPDCONFPATH.
$PDDIR/conf is the directory that contains unit control information definition files.
$PDCONFPATH is the directory that contains other HIRDB system definition files.

The following table shows the locations of the HIRDB system definition files that can

be checked:

Type of HiRDB system definition file -d option specified -d option omitted
Unit control information definition file $PDDIR/conf/ $PDDIR/conf/subdirectory/
Other file $PDCONFPATH/ $PDCONFPATH/ subdirectory/

Criteria

Before changing the HIRDB system definitions for the current environment, you
should save the new HiRDB system definitions in a subdirectory and check them.
This enables you to check the modified HiRDB system definitions before
proceeding.

Rules
1. Create in advance the subdirectory that will be specified.

2. Store in the subdirectory not only the modified HIRDB system definition file
but all HIRDB system definition files.

3. ForaHiRDB/Single Server, the same path name is set in $SPDDIR/conf and
$PDCONFPATH.
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4. For a HiRDB/Parallel Server, the path name pointed to by $PDDIR/conf
and SPDCONFPATH may be different (for example, when the HIRDB system
definition file is shared). In this case, create a subdirectory with the same
name on both paths.

Ifthe $PDDIR/conf and $PDCONFPATH settings are different for each unit,
create the subdirectory under $PDDIR/conf and SPDCONFPATH and then
store the HiRDB system definition files in the subdirectories.

5. The maximum lengths of $PDDIR/conf/subdirectory and $PDCONFPATH/
subdirectory are 220 bytes. Make sure that the name does not exceed 220
bytes.

6. To check the system definitions that are to be changed by the pdchgcont
command, store the new system definition files in $PDDIR/conf/chgconf
and then specify -d chgconf when you execute the pdconfchk command.

B -n

Specifies that checking of the system files and access permissions is to be skipped. Use
this option when the system files have not been created by the pdfmk£s or
pdloginit command.

-1

When Real Time SAN Replication based on the log-only synchronous method is used,
this option specifies that the status file for log application processing and the
synchronization point dump file for log application processing, which are required for
log application processing, are to be included as targets for system file checking as well
as for access privilege checking.

The -1 option can be specified only when all of the conditions listed below are
satisfied; if any of these conditions is not satisfied, the pdconfchk command
terminates with an error:

* Y isspecified in the pd rise use operand in the system definition.

* syssyncis specified in the pd rise pairvolume combination operand in
the system definition.

* data or never is specified in the pd _rise fence level operand in the
system definition.

Information subject to checking
m Syntax checking

The command outputs the result of syntax checking to the standard output and
standard error output.

®m Checking for system files
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Rules

Notes

114

The command checks for any system log file, synchronization point dump file, or
status file.

m Checking for access privilege
The command checks to see if the HIRDB administrator can access HiRDB files.
m Checking for duplicated system files

The command checks the system log files, synchronization point dump files, and status
files for any duplication.

®m Checking for hosts
The command checks to see if the host names are specified in the HOSTs file.
m Checking between server machines (applicable to HIRDB/Parallel Server)

The command checks between server machines based on the system manager's server
machine.

For details about the operands in the system definition that can be checked by the
pdconfchk command, see Operands Checked by the pdconfchk Command in the
manual HiRDB Version 8 System Definition.

1.  You can execute the pdconfchk command whether or not HIRDB is active.

2. You can execute the pdconfchk command on the server machine containing the
single server or the server machine where the system manager is located.

1. Ifthe command does not detect any error in the system definitions, it displays
KFPS05007-I return code=0 and terminates itself. If the command detects
an error, it displays KFPS05007-1 return code=8 and terminates itself.

2. During checking between server machines, the command ignores any comment
section (any text following *) or any comment line.

3. Ifthe command detects an error during checking between server machines, check
the contents of the system definitions in the server machine where the system
manager is located. There may be an error in the system definitions in this server
machine.

4. During checking between server machines, the command ignores any tab or space
that follows a definition statement. Tabs and spaces preceding a definition
statement are subject to checking.

5. During checking between server machines, if the order of definitions does not
match between system manager definitions and other definitions, the command
treats some of the definitions with a wrong sequence as errors.
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Example:
System manager definitions Other definitions
A B
B A

The command treats system manager definition B and other definition B as
different definitions.

6. Return code 0 for the pdconfchk command indicates normal termination, and
return code 8 indicates abnormal termination (such as an invalid argument or a
pdconfchk command execution error).

7. Ifthe pdconfchk command displays the KFPY01012-E message, the command
may terminate with KFPS05007-1 return code=0. In this case, eliminate the
cause of the error.

8.  When execution of the pdconfchk command results in the KFPS05062-W
message, the pdconfchk command terminates with KFPS05007-1 (return
code=0).

9. Even when the pdconfchk command's execution was successful, the
KFPO00107-E message may be displayed. To determine the result of definition
checking by the pdconfchk command, check the KFPS05007-1 message.

Output format
<Checking for system files or access privilege>
[aa...a]
bbbb cc...c dd..d ee...e
<Checking for duplicate system files>
[aa...a]
bbbb cc...c dd..d ee...e
bbbb cc...c dd..d ee...e
<Checking for hosts>
[aa...a]
bbbb  cc..c  dd.d  ff.f
<Checking between server machines (applicable to HiRDB/Parallel
Server) >
[aa...a]
<gggg: hhhh>
gggg; cc..c; line = iii <- hhhh; cc..c; nothing
gggg; cc..c; nothing -> hhhh; cc..c; line = iii

Explanation
aa...a

Type of error detected in the checked item:
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File not found
File was not found. Possible reasons:
* The specified path name contains invalid characters.
* The HiRDB file name is too long (more than 30 characters).
File invalid
File is invalid.
No Permission
There is no permission.
Duplicate filename
File name is duplicated.
Hosts name not matched
Host name does not match.
Different definition

Definitions do not match between the system manager unit and non-system
manager unit.

bbbb
Unit identifier
cc...c
Name of the system definition file
dd...d
Operand specification
ee...e
File name specified in the operand shown as dd...d (absolute pathname)

f

Defined host name if dd...d is pdstart, pdunit, or pd hostname

888g
Identifier of the unit that contains the system manager

hhhh
Identifier of the unit that contains other than the system manager

i
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Line number in the system definition file

B Output example

[File not found]

untl pdutsys pd syssts file name 1
/dev/rdsys011/utlstsla

[File invalid]

untl pdutsys pd syssts file name 3
/users/yyy/pddir

[No permission]

untl besl pd sts file name 1
/dev/rdsys011/beslstsla

[Duplicate filename]

untl fesl pdlogadpf -d sys -g fesllogl
/dev/rdsys011l/fesllogl

untl fesl pdlogadpf -d sys -g fesllogl
/dev/rdsys011/fesllogl

untl besl pdlogadpf -d spd -g beslspdl
/dev/rdsys011/fesllogl

[Hosts name not matched]

untl pdsys pdstart -x
dcm3500

[Different definition]

<untl:unt2>

untl pdsys line = 2 -> unt?2 pdsys
nothing
untl pdsys nothing <- unt2 pdsys
line =5
Explanation

1. The file that was specified in the pd_syssts file name 1 operand for

pdutsys on untl was not found.

2. The file specified in the pd_syssts file name 3 operand for pdutsys on

unt1 is invalid.

3. There is no access privilege for the file specified in the pd_sts file name 1

operand for bes1 on unt1.

4. The file name specified in the pdlogadpf -d sys -g fesllogl -a operand

for fes1 on unt1 is the same as the following file names:

* File name specified in the pdlogadpf -d sys -g fesllogl -b operand

for fesl onuntl

* File name specified in the pdlogadpf -d spd -g beslspdl -a operand

for besl on untl

5.  Hostname for unt1 does not match the host name specified in the pdstart -x
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6.
7.
Examples

dcm3500 operand for pdsys on unt1.
Definition in line 2 for pdsys on unt1 is not found in pdsys on unt2.

Definition in line 5 for pdsys on unt1 is not found in pdsys on unt1.

This example changes system definitions of the current HIRDB/Parallel Server
(consisting of units 1 and 2). The HiRDB system definition file to be changed is
pdsvrc on unit 1.

1.

9.

Creates the subdirectory chk under $PDDIR/conf and SPDCONFPATH on units 1
and 2.

Copies pdutsys from SPDDIR/conf to $PDDIR/conf/chk/ on each unit.

Copies the HiRDB system definition files from $PDCONFPATH to
$PDCONFPATH/chk/ on each unit.

Changes the definitions in $SPDCONFPATH/chk/pdsvrc on unit 1.

Executes pdconfchk -d chk.”

Assuming there are no problems with the definitions, this example uses the
pdstop command to execute normal termination or planned termination of
HiRDB. Note that in the case of planned termination, some definitions cannot be
changed.

Uses the pdlogunld command to unload the system log file in unload wait
status.

Copies the HiIRDB system definition file changed in step 4 to $PDCONFPATH.

Uses the pdstart command to start HIRDB normally.

* During execution of pdconfchk -d chk, the HIRDB system definition files are
checked at the following locations:



Unit 1
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Unit2

fopt/hirdb/ -«— $PDDIR

— bin/
— conf/ -— $PDCONFPATH

Copy

: Corrected definitions

fopt/hirdb/  -e— $PDDIR

— bin/

— conf/

Copy

fopt/hirdb/conf/  -a— $PDCONFPATH

}7

!

Copy

|:| - HIRDB system definition files used in the execution environment

[ ]:HIRDB system definition files to be checked

119



pdcspool (Delete troubleshooting information)

pdcspool (Delete troubleshooting information)

Function

The pdcspool command deletes the troubleshooting information created by HIRDB
in the spool ($PDDIR/spool directory) and the temporary work files created in the
temporary work file storage directory ($PDDIR/tmp directory).

Executor
HiRDB administrator

Format
pdcspool [-i] [-d days] [-k typel

Options
m -

Specifies that when a file storing troubleshooting information is to be deleted, a prompt
is to be returned to the standard output device requesting confirmation that the file is
to be deleted (in the case of temporary work files, the option does not return a prompt).
Responding with a y to the prompt causes the file to be deleted. The default is to delete
the file without generating a prompt, in which case the name of the deleted file is
output to the standard output device.

B -d days ~ <unsigned integer> ((0-24855)) <<1>>

This option makes files that were created 24 hours x specified number of days from
the time the pdcspool command was executed subject to deletion. If 10 is specified,
all files created 240 or more hours before are subject to deletion.

If 0 is specified, all troubleshooting information in the spool and all temporary work
files in the temporary work file storage directory are subject to deletion.

If all parameters are omitted, the troubleshooting information in the spool and the
temporary work files in the temporary work file storage directory that were created 24
or more hours before are subject to deletion.

If you execute periodically commands that take a long time to execute, such as pdcopy
and pdrstr, specify a value that provides sufficient time for the commands to be
completed.

B -k fHpe
This option specifies the range of troubleshooting information to be deleted.

If this option is omitted, the command deletes all troubleshooting information except
for the access path information. Note that you cannot specify this option for temporary
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work files.
all

Deletes all troubleshooting information including the access path information.
dump

Deletes the files internally collected by HiRDB (files other than the deadlock
timeout information and access path information files).

Rules
1. The pdcspool command can be executed at any time, whether or not HIRDB is
active.
2. The pdcspool command must be executed at each server machine.
Notes

1. Returncode 0 or 4 for the pdcspool command indicates normal termination, and
return code 12 indicates abnormal termination.

2. The pdcspool command may not delete a troubleshooting information file that
was output by a command or utility executed by a user other than the HIRDB
administrator. In such a case, the user with the deletion privilege for the
troubleshooting information files must delete the file using the OS's rm command.
However, do not delete the following directories and files in the temporary work
file storage directory (SPDDIR/tmp directory):

* home
® pdommenv
* Files whose names begin with CMb

3. Ifthe TMPDIR environment variable has been specified, the temporary work files
will be output to the directory specified in this environment variable, not to the
$PDDIR/ tmp directory. The temporary work files in the directory specified in the
TMPDIR environment variable are not subject to deletion by the pdcspool
command. Therefore, you need to delete these files directly using the OS's rm
command.

4. Thepdcspool command makes all files that were created by HiIRDB in the spool
($PDDIR/spool directory) and the temporary work file storage directory
($PDDIR/ tmp directory) subject to deletion. Therefore, any files created in those
directories will be deleted together. The following table describes the directories
that are subject to deletion:

* Spool ($PDDIR/spool directory)
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Directory Description -k option Remarks
of output file
all dump | Omitted
pdsqgldump Access path Y N N This is output when 1 or a greater
information value is specified in the
PDVWOPTMODE client
environment definition and then
an SQL statement is executed.
pdlckinf Deadlock/ Y N Y This is output when an error
timeout occurs during lock control.
information
save Save core file, Y Y Y This is output upon abnormal
etc. termination of a process.
pdshmdump Shared memory Y Y Y This is output upon abnormal
dump file termination of a process or a unit.
pdsysdump (1, 2) Quick dump file Y None.
pdsdsdump (1, 2) This is output in a HIRDB/Single
Server.
pdfesdump (1, 2) Y Y Y This is output in a HIRDB/
pddicdump (1, 2) Parallel Server.
pdbesdump (1, 2)
pdjnlinf System log file Y N Y Only files beginning with
status pdsnap. are deleted.
information file
pdtrninf Recovered Y N Y This is output only when Real
transaction Time SAN Replication is used.
information file
Legend:

Y: Deleted.
N: Not deleted.

* Temporary work file storage directory ($PDDIR/tmp directory)

The command deletes everything except the following directories and files:

Directory name or file name

Description of output file

home Current working directory of a process
where HiRDB is run
pdommenv Shared memory information file
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Directory name or file name

Description of output file

File name beginning with cMb

Differential information file for the
pdbufls command

123



pddbadset (Set up HiRDB External Data Access Adapter)

pddbadset (Set up HiRDB External Data Access Adapter)

Function

The pddbadset command sets up HiRDB External Data Access Adapter in the
HiRDB environment in order to use the HIRDB External Data Access facility. If the
external DBMS is HIRDB Version 5.0, HIRDB Version 7, or XDM/RD E2, HiRDB
External Data Access Adapter is included in HIRDB External Data Access.

When you execute the pddbadset command, files are copied from the installation
directory to the HIRDB environment (SPDDIR/adapter). One execution of the
pddbadset command sets up a single HIRDB External Data Access Adapter.

This command also enables you to cancel the setup of an existing HIRDB External
Data Access Adapter.

You can use the pddbadset command only if HIRDB External Data Access has been
installed.

Executor

Format

HiRDB administrator

pddbadset {HiRDB-External-Data-Access-Adapter-name installation-directory-name

| -d HiRDB-External-Data-Access-Adapter-name}

Options

B -d HiRDB-External-Data-Access-Adapter-name

Specifies the name of the HIRDB External Data Access Adapter whose setup is to be
cancelled. When you cancel the setup of the existing HIRDB External Data Access
Adapter, the shared library for the HIRDB External Data Access Adapter is deleted
from the HiRDB environment.

Command arguments
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B HiRDB-External-Data-Access-Adapter-name

Specifies the name of the HIRDB External Data Access Adapter to be set up. Note that
an attempt to set up again at a server machine an existing HiRDB External Data Access
Adapter results in abnormal termination.

hive:




Rules

Notes
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Specifies that the DBMS is HIRDB or XDM/RD E2. With XDM/RD E2, the
XDM/RD E2 connection facility is used to establish connection from the HiRDB
client to XDM/RD E2 via a DB connection server.

oravs8:

Specifies that the DBMS is Oracle 8i.
orav9:

Specifies that the DBMS is Oracle 9.
oravlO:

Specifies that the DBMS is Oracle 10g.
db2udbve:

Specifies that the DBMS is DB2. Note that this argument is not applicable in the
Solaris or Linux version.

m jnstallation-directory-name

Specifies the name of the directory that contains the files of the HIRDB External Data
Access Adapter installed on the server machine.

—

The pddbadset command can be executed only while HIRDB is inactive.

2. The pddbadset command must be executed at each server machine.

1. The result of the pddbadset command can be checked on the basis of the return
code from execution of the command. A return value of 0 indicates normal
termination, and 8 indicates abnormal termination.

2. Do not execute multiple pddbadset commands concurrently on the same server
machine.

3. Ifthere is no $PDDIR/adapter directory during execution of the pddbadset
command, the SPDDIR/adapter directory is created automatically.
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pddbchg (Change the replica status of replica RDAREASs)

Function

The pddbchg command changes the replica status of replica RDAREASs (from
sub-RDAREA to current RDAREA).

You can use the pddbchg command when HiRDB Staticizer Option has been
installed.

Executor

Format

HiRDB administrator

pddbchg -g generation-number -r {RDAREA-name[, RDAREA-name] ... |ALL} [-w]

Options
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B -g generation-number ~ <unsigned integer> ((0-10))
Specifies the generation number of RDAREASs that are to be current RDAREAs.
B -r {RDAREA-name[, RDAREA-name] ... |ALL}

RDAREA-name ~ <identifier> ((1-30))

Specifies the original name of an RDAREA that is to be a current RDAREA. You
can specify user RDAREAs and user LOB RDAREAs. You can also use batch
specification of RDAREA names. For details about batch specification of
RDAREA names, see 1.5.2 Batch specification of RDAREA names in operation
commands.

ALL
Specifies that all replica RDAREAs with the generation number specified in the
-g option are to be switched to current RDAREAs.

Rules

1. Ifthe same RDAREA name is specified more than once, the duplicate RDAREA
name is ignored.

2. You can specify a maximum of 128 RDAREA names. [f more than 128 RDAREA
names are specified, the excess names are ignored.

3. Ifan RDAREA name is enclosed in double quotation marks ("), the system treats

it as being case sensitive; otherwise, the system treats it as all uppercase letters. If



Rules

Notes
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an RDAREA name contains a space, enclose the entire name in double quotation
marks ("). If you are using sh (Bourne shell), csh (C shell), and ksh (Korn shell),
you must enclose the entire set of RDAREA names in single quotation marks ().

W

Specifies that if a specified RDAREA is locked, the command is to wait until the
RDAREA is unlocked or until the value specified in the pd 1ck wait timeout
operand of the system definition operand is reached.

If you omit this option and a specified RDAREA is locked by another transaction, the
command terminates with an error.

The pddbchg command can be executed only while HiRDB is active.

The pddbchg command must be executed at the server machine that contains the
single server or where the system manager is located.

When you execute the pddbchg command, the data dictionary RDAREA must
be in one of the following statuses:

* Open and shutdown release status
* Open, and with shutdown status placed by the pdhold command

The pddbchg command enables you to change a current RDAREA regardless of
the status of the RDAREA because the command does not check the status of the
existing and new current RDAREAs.

You cannot use the pddbchg command on an original RDAREA that employs
updatable online reorganization.

If the pddbchg command is executed on a shared RDAREA, all back-end servers
are locked. If there can be multiple concurrent accesses to the corresponding
RDAREA, global deadlock may occur, resulting in a timeout. If global deadlock
has occurred, re-execute the pddbchg command.

The result of the pddbchg command can be checked by the pddb1ls command.

The pddbchg command locks the data dictionary table, inner replica
configuration, and the specified RDAREAs. While the pddbchg command is
executing, an attempt to access an RDAREA at the corresponding server results
in wait status due to the locked inner replica resources. For details about the lock,
see B.1 Lock mode for operation commands.

The following describes the relationship among the pddbchg command,
transactions, and utilities in terms of the lock-release wait status:
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* pddbchg command processing when another transaction or utility is
accessing the current RDAREA

When the -w option is specified

The pddbchg command is placed in lock-release wait status for all locked
resources until the value specified in the pd 1ck wait timeout system
definition operand is reached or the transaction accessing the resources
terminated.

When the -w option is not specified

The pddbchg command terminates with an error if another transaction is
accessing the data dictionary table, the server containing a specified original
RDAREA, a new current RDAREA, or an existing current RDAREA.

* Other transaction's or utility's processing when the pddbchg command is
accessing the current RDAREA

Another transaction or utility is placed in wait status until the pddbchg
command terminates or the value specified in the pd 1lck wait timeout
system definition operand or the PDCWAITTIME client environment
definition operand is reached.

When the pddbchg command is executed, deadlock may occur for a referencing
or updating transaction. By specifying pd deadlock priority use=Y inthe
system definition and a deadlock priority value in the

pd_command deadlock priority operand, you can specify whether the
referencing or updating transaction or the operation command is to take control
in the event of deadlock.

If an error occurs during pddbchg command processing, the processing is
cancelled for each server that contains an RDAREA being processed. If this
happens, the pddbchg command resumes processing at the other servers.

The following shows the pddbchg command's return code:

0: Normal termination

4: Warning termination (some RDAREA processing terminated with an error)
8: Abnormal termination

12: Abnormal termination (an event occurred that prevented output of the error
message)

If the error code is 12, check the error message in syslogfile at the host where the
single server or dictionary server is located, eliminate the cause of the error, and
then re-execute the command. If no error message has been output to syslogfile,
contact the customer engineer.
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pddbfrz (Place a full HIRDB file in a user LOB RDAREA in frozen
update status)

Function

The pddbfrz command places a full HIRDB file (used through the last page of the
file) that constitutes a user LOB RDAREA in frozen update status. You cannot update
or delete LOB data in a HiRDB file that is in frozen update status.

Use this command to back up data without using pdcopy.
Executor

HiRDB administrator
Format

pddbfrz [-d] -r {RDAREA-name[,RDAREA-name] ... |ALL} [-q generation-number]

Options
m -d
Specifies that HIRDB files are to be released from frozen update status.

When this option is omitted, the command places full HiRDB files in frozen update
status. Note that you cannot place the first HIRDB file in an RDAREA in frozen update
status.

B -r {RDAREA-name[,RDAREA-name] ... |ALL}
RDAREA-name ~ <identifier> ((1-30))

Specifies the names of the RDAREAs that are to be placed in the frozen update
status or released from frozen update status. You can specify only the names of
user LOB RDAREAs.

You can also use batch specification of RDAREA names. For details about batch
specification of RDAREA names, see the /.5.2 Batch specification of RDAREA
names in operation commands.

ALL

Specifies that all user LOB RDAREAS are to be placed in the frozen update
status. When the -d option is specified, the command releases all user LOB
RDAREAs from frozen update status.

Note that when the -g option is specified, the command processes the user LOB
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Rules
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RDAREA with the specified generation number.

Rules

1.

An error results if a specified RDAREA is not a user LOB RDAREA, a specified
user LOB RDAREA contains a plug-in index, or a specified user LOB RDAREA
is unused.

If you are using the inner replica facility, you can also specify original and replica
RDAREAs.

If the same RDAREA name is specified more than once, the duplicate RDAREA
name is ignored.

You can specify a maximum of 128 RDAREA names. If more than 128 RDAREA
names are specified, the excess names are ignored.

Ifan RDAREA name is enclosed in double quotation marks (™), the system treats
it as being case sensitive; otherwise, the system treats it as all uppercase letters. If
an RDAREA name contains a space, enclose the entire name in double quotation
marks ("). If you are using sh (Bourne shell), csh (C shell), or ksh (Korn shell),
you must enclose the entire set of RDAREA names in single quotation marks ().

B -qg generation-number ~ <unsigned integer> ((0-10))

Specifies a generation number for a replica RDAREA.

When you specify this option, make sure that an original RDAREA is specified in the
-r option. An error results if you specify an original RDAREA whose replica
RDAREAs have all been deleted or if you specify a regular RDAREA (one without a

replica RDAREA).
1. The pddbfrz command can be executed only while HiRDB is active.
2. The pddbfrz command must be executed at the server machine that contains the
single server or where the system manager is located.
3. When you execute the pddbfrz command, the user LOB RDAREA must be in one
of the following statuses:
* Open and shutdown release status
* Open, and shutdown status placed by the pdhold command
4. The pddbfrz command locks a specified RDAREA. If you execute the pddbfrz
command to process an RDAREA that is being accessed by another transaction,
the command is placed in wait status until that transaction terminates.
5. Executing the pddbfrz command does not place the first HIRDB file in an

RDAREA in frozen update status because this file contains HIRDB management
records.
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You can place only HiRDB files that are filled with data in frozen update status.
If a HiRDB file is not full during command execution, it will not be placed in
frozen update status later when it becomes full of data.

The pddbfrz command is not applicable to RDAREAs that employ updatable
online reorganization.

The result of the pddbfrz command can be checked by the pddbst command.

If you want to update data in a HiRDB that is in frozen update status or if you need
to access such an RDAREA for reasons such as reorganization with pdrorg, use
the pddbfrz -d command to release the HiRDB file from frozen update status.
After updating the RDAREA, back up all HiRDB files again.

The following shows the pddbfrz command's return codes:

0: Normal termination

4: Warning termination (some RDAREA processing terminated with an error)
8: Abnormal termination

12: Abnormal termination (an event occurred that prevented output of an error
message)

If the error code is 12, check the error message in syslogfile at the host where the
single server or dictionary server is located, eliminate the cause of the error, and
then re-execute the command. If no error message has been output to syslogfile,
contact the customer engineer.
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pddbls (Display status of RDAREAS)

Function

The pddbls command displays the status of RDAREAs.
Executor

HiRDB administrator

Format
HiRDB/Single Server
pddbls {{-r RDAREA-name [, RDAREA-name]... | -r ALL}
[-{1 | a}] [-{blo}][-x[-y]]
| {-q generation-number|-C} [-{1 | a}l[-x[-y]l]l}

HiRDB/Parallel Server

pddbls {{-r RDAREA-name [, RDAREA-name]... | -r ALL
| -s server-name [, server-name] ...}
[-{1 | a}] [-{blo}][-m][-x[-y]]
| {-g generation-number|-C} [-{1 | a}]l[-m][-x[-y]}
Options

B -r RDAREA-name ~ <identifier> ((1-30))

Specifies the name of an RDAREA whose status is to be displayed. You can also use
batch specification of RDAREA names. For details about batch specification of
RDAREA names, see 1.5.2 Batch specification of RDAREA names in operation
commands.

The same RDAREA name should not be specified more than once; if specified, a
duplicate RDAREA name is ignored. A maximum of 128 RDAREA names can be
specified. If more than 128 RDAREA names are specified, the excess names are
ignored.

If an RDAREA name is enclosed in double quotation marks ("), it is treated as being
case sensitive; otherwise, it is treated as all uppercase letters. If an RDAREA name
contains a blank, the entire name must be enclosed in double quotation marks (").

If the Bourne shell (sh), C shell (csh), or Korn shell (ksh) is used, it is also necessary
to enclose the RDAREA name in single quotation marks (').

B -r ALL
Specifies that information about all RDAREAs is to be displayed.

B -s server-name ~ <identifier> ((1-8))
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Specifies the name of a server when the status of all of that server's RDAREAs is to be
displayed. The command displays information about all RDAREAs for the specified
server.

A maximum of 128 server names can be specified. If more than 128 server names are
specified, the excess names are ignored.

m {1 ]a}
-1
Specifies that only the RDAREA status is to be displayed.

Specifies that all information about RDAREASs other than shared RDAREAs is to
be displayed.

When the -m option is specified, the command displays shared RDAREA
information for all servers. Note that the segment usage information in a shared
RDAREA is displayed only for an updatable back-end server.

® -b

Specifies that information is to be displayed only for RDAREAS in shutdown status.
When a server name is specified, the command displays information about the
RDAREASs in shutdown status for the specified server only. When this option is
omitted, the command displays information about all specified RDAREAs.

B -0

Specifies that the status of all RDAREAs with the same original RDAREA as the
specified RDAREA is to be displayed.

The -o and -b options are mutually exclusive. If you specify -r ALL or -s
server-name, the command displays the same information whether or not this option
is specified.

" -x

Specifies that the information is to be displayed in DAT format.
" -y

When the -x option is specified, specifies that a header is to be displayed.
B -m

Specifies that shared RDAREA information is to be displayed.

When a shared RDAREA is specified in the -r option and the -m option is also
specified, the command displays the applicable RDAREA and shared RDAREA
information for all back-end servers.
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Rules

Notes

134

B -g generation-number

Specifies that the status of all RDAREAs with the specified generation number is to be
displayed. Specify this option to display information about RDAREAs for which
replica RDAREAs have been defined in an environment where the inner replica
facility is used.

The -q, -b, and -o options are mutually exclusive.
m -C

Specifies that the status of all current RDAREAs is to be displayed. Specify this option
to display information about RDAREAs for which replica RDAREAs have been
defined in an environment where the inner replica facility is used.

The -c, -b, and -o options are mutually exclusive.

1. The pddbls command can be executed only while HiRDB is active.

2. The pddbls command must be executed at the server machine containing the
single server or the server machine where the system manager is located.

3. When a user RDAREA or a user LOB RDAREA is specified, the corresponding
data dictionary RDAREA must be in one of the following statuses:

* Open and shutdown release status

* Open and shutdown status placed by the pdhold command

1. The following shows the pddbls command's return codes:
0: Normal termination
4: Warning termination
8: Abnormal termination

12: Abnormal termination (an event occurred that prevented output of an error
message)

If the error code is 12, check the error message in syslogfile at the host where the
single server or dictionary server is located, eliminate the cause of the error, and
then re-execute the command. If no error message has been output to syslogfile,
contact the customer engineer.



pddbls (Display status of RDAREASs)

Output format

STATE OF RDAREA
RDAREA ID STATUS [SERVER] TYPE [ORIGINAL-RDAREA] [ORIGINAL-ID]
[GENERATION-NUMBER]

OPNMODE [SHARED] [REPLICA-STATUS] [REPLICA-COUNTER]
aa...a bb..b cc..c dd..d eeee kk..k i..1 mm

Jj-J ppp n 00

[SEGMENT  ff..f/gg...g]
[UNABLE TO DISPLAY CODE=hh]

[NOT FOUND ii...i=aa...a)

[RDAREA NOT FOUND]

[NO REPLICA DEFINED ii..i=aa...a]
[NO SPECIFIED GENERATION]

Note

kk..k,1l...1, mm, n, 0o, [NO REPLICA DEFINED ii...i=aa...a],and [NO SPECIFIED
GENERATION] are displayed only in an environment in which the inner replica facility
is used. In any other environment, this information is not displayed.

Explanation
aa...a

RDAREA name (up to 30 characters).
bb...b

RDAREA number (11 decimal digits).
cc...c

Status of RDAREA (up to 17 characters). The following statuses are displayed for

RDAREAs:
RDAREA status Explanation Segment
information
CLOSE Closed DS
CLOSE HOLD Closed, error shutdown —
CLOSE HOLD (RIS E) Closed, error shutdown (log application-disabled status due —
to a failure)
CLOSE HOLD (RIS L) Closed, error shutdown (UAP in no-log mode, log —
application-disabled status due to utility execution)
CLOSE HOLD (RIS M) Closed, error shutdown (log application-disabled status due —
to pdmod)
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RDAREA status Explanation Segment
information
CLOSE HOLD (INQ) Closed, reference-possible command shutdown —
CLOSE HOLD (CMD) Closed, command shutdown —
CLOSE HOLD (BU) Closed, updatable backup-hold D
CLOSE HOLD (BU I) Closed, reference-possible backup-hold D
CLOSE HOLD (BU W) Closed, updatable backup-hold (WAIT mode) D
CLOSE HOLD (BU IW) Closed, reference-possible backup-hold (update WAIT D
mode)
CLOSE HOLD (SYNC) Closed, synchronization shutdown —
CLOSE HOLD (ORG) Closed, online reorganization hold —
CLOSE ACCEPT-HOLD Closed, pdhold command-accepted —
HOLD Error shutdown —
HOLD (INQ) Reference-possible command shutdown D!
HOLD (CMD) Command shutdown D!
HOLD (BU) Updatable backup-hold D
HOLD (BU I) Reference-possible backup-hold D
HOLD (BU W) Updatable backup-hold (WAIT mode) D
HOLD (BU IW) Reference-possible backup-hold (update WAIT mode) D
HOLD (SYNC) Synchronization shutdown —
HOLD (ORG) Online reorganization hold D
HOLD (RIS E) Error shutdown (log application-disabled status due to a —
failure)
HOLD (RIS L) Error shutdown (UAP in no-log mode, log —
application-disabled status due to utility execution)
HOLD (RIS M) Error shutdown (log application-disabled status due to —
pdmod)
ACCEPT-HOLD pdhold command-accepted D!
OPEN Open D
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D: Displayed
DS: Displayed when RDAREA open timing is set to DEFER or SCHEDULE.
—: Not displayed.
!'Segment information is not displayed during close processing.
dd...d
Server name for HiRDB/Parallel Server (up to 8 characters).
eeee
Type of RDAREA:
MAST
Master directory RDAREA
DDIR
Data directory RDAREA
DDIC
Data dictionary RDAREA
DLOB
Data dictionary LOB RDAREA
USER
User RDAREA
ULOB
User LOB RDAREA
LIST
List RDAREA
RGST
Registry RDAREA
RLOB
Registry LOB RDAREA
/v
Number of unused segments in RDAREA (11 decimal digits).
For a LOB RDAREA, the next segment is included in the number of unused

segments, but it cannot be reused until the synchronization point is reached. Once
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the synchronization point is reached, it can be reused.

* Segments that stored data of the BLOB type that has been deleted by a

DELETE statement.

* For BLOB-type data updated by the UPDATE statement, the segments that
stored the data before the updating was performed.

* Segments that stored BLOB-type dictionary data deleted by a change
procedure, such as DROP PROCEDURE or DROP SCHEMA.

gg..g
Total number of segments in RDAREA (11 decimal digits).
hh
Return code. The following return codes are displayed:
Return code Explanation Required action

01 RDAREA is in a status such that no information | Not applicable.
can be displayed (see cc...c for the RDAREA
status).

02 Information on an RDAREA cannot be displayed | Re-execute the command after the
because the RDAREA is being accessed in the transaction that is accessing the RDAREA
lock mode by another transaction. in the lock mode has terminated.

03 No global buffer was allocated to the RDAREA. | Allocate a global buffer, then re-execute

the command.

04 HiRDB file access error occurred. Take action appropriate to the

corresponding error message.

05 Lock error occurred.

101 Invalid RDAREA type was specified. Check for a specification error; if there was
no error, contact maintenance personnel.
1.1
For an RDAREA, RDARER is displayed; for a server, SERVER is displayed (six
characters).
Jed
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User-specified open timing for the HiRDB file system area. This is the HIRDB
file system area's open timing specification (INITIAL, DEFER, or SCHEDULE)
that was specified in the system common definition or with the database
initialization utility or database structure modification utility.

kk...k
Name of the original RDAREA (maximum of 30 characters).
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Number of the original RDAREA (8 decimal digits).

mm

Generation number (0-10).

Replica status (C: current, S: sub).

00

Replica counter (1-10).

This information is displayed for an original RDAREA.

ppp

Shared RDAREA information (applicable when the -m option is specified):
sup: Shared RDAREA (updatable back-end server)

SRD: Shared RDAREA (reference-only back-end server)

NON: Non-shared RDAREA

When the -m option is omitted or for a HIRDB/Single Server, neither a header nor
shared RDAREA information is displayed.

Notes

If a specified RDAREA is not found, the message NOT FOUND RDAREA= i
displayed.

If a specified server is not found, the message NOT FOUND SERVER= is
displayed.

When the -b option is specified but there is no RDAREA in shutdown status,
or when there are no RDAREAS for a server specified in the -s option, the
message RDAREA NOT FOUND is displayed.

When the -a option is specified but the information cannot be displayed, the
message UNABLE TO DISPLAY CODE=hh is displayed.

If the —g or -C option is specified but no replica RDAREA has been defined,
or if the -o option is specified but a normal RDAREA (for which no replica
RDAREA has been defined) is specified, the command displays [NO
REPLICA DEFINED ii..i=aa...a]. If the -o option is specified, the
command also displays the RDAREA name.

If there is no such replica RDAREA whose generation number is specified
in the -q option, the command displays [NO SPECIFIED GENERATION].
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m DAT output format (when -x and -y options are specified)

"RDAREA","ID","STATUS", "UNUSED SEGMENT", "TOTAL SEGMENT","SERVER","TYPE", "OPNMODE", "O
RIGINAL-RDAREA", B -

"ORIGINAL-ID", "GENERATION-NUMBER", "REPLICA-STATUS", "REPLICA-COUNTER", "SHARED" [CR]
"aa...a",bb..b, "cc...c" , ff..f,gg..g, "dd...d", "eeee", "jj..j", "kk..k",

l...l,mm,"n", 00, "ppp" [CR]

Note
[CR] indicates a linefeed.
Rules for output in DAT format

1. The elements are separated by the comma (, ), and information about one
RDAREA is displayed on each line.

2. A character element is enclosed in double quotation marks (™).

If information cannot be acquired for a reason regarding, for example, the
options that are specified, the inner replica facility usage specification, or the
server type, the command displays only a blank or " .

4. If the -a option was specified but segment information cannot be acquired
due to its status, the command displays -1 as the number of unused segments
in the RDAREA and the return code for the total number of segments in the
RDAREA.

5. When information is displayed in DAT format, the following error messages
are not output:
[NOT FOUND Ii...I=ad...a]
[RDAREA NOT FOUND]
[NO REPLICA DEFINED Iii..i=aa...a]

[NO SPECIFIED GENERATION]
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pddefrev (Generate definition SQL)

Function

The pdde f rev command generates a definition SQL for tables, indexes, view tables,
alias tables, stored procedures, and triggers defined in the HIRDB system.

The generated definition SQL can be used as an input to the database definition utility.
This command generates the definition SQL by starting the dictionary import/export
utility (pdexp) internally.

Executor
User with DBA privilege

Format
pddefrev -f control-statements-filename
-o definition-SQL-output-filename
[-w work-directory-name)
Options
B -f control-statements-filename ~ <pathname> ((up to 1023 bytes))

Specifies the name of the control statements file that contains the tables and stored
procedures for which the definition SQL is to be generated. For details about the
contents of the control statements file, see Chapter 9. Dictionary Import/Export Utility

(pdexp).
B -o definition-SQL-output-filename ~ <pathname> ((up to 1023 bytes))

Specifies the absolute pathname of the file to which the generated definition SQL is to
be output. If the specified file already exists, HIRDB writes the generated definition
SQL by overwriting the existing information; if the specified file does not already
exist, HIRDB creates it.

B -w work-directory-name ~ <pathname>

Specifies the absolute pathname of the directory to be used for temporary storage of
the export file that will be created internally by the pdde frev command in order to
export the dictionary. If this option is omitted, /tmp is assumed.

The following is the name of the export file that is created:

pddefrev.exp.HHMMSS

The local time is set in HHMMSS.
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Rules

1. The pddefrev command can be executed only while HiRDB is active.

2. The pddefrev command must be executed at the server machine containing the
single server or the server machine where the system manager is located.

3. To execute the pddefrev command, you must grant access permissions for the
definition SQL output file and work directory to the HIRDB administrator
beforehand.

Notes

1. The results of the pdde frev command can be checked on the basis of the return
value and by whether or not there are any error messages. Return code 0 for the
pddefrev command indicates normal termination, and return code 8 or 12
indicates abnormal termination.

2.  Only one pddefrev command can be executed at a time. The command cannot
be executed while the dictionary import/export utility is executing.

3. The following table lists the definition SQL statements that are generated by this
command:

Type Index Comment Definition SQL to be generated
definition definition
Base table Defined Defined CREATE TABLE
CREATE INDEX
COMMENT
Not defined CREATE TABLE
CREATE INDEX
Not defined Defined CREATE TABLE
COMMENT
Not defined CREATE TABLE
View table — Defined CREATE VIEW
COMMENT
Not defined CREATE VIEW
Alias table — — CREATE ALIAS
Stored procedure — — CREATE PROCEDURE
Trigger — — CREATE TRIGGER
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The definition SQL statements are generated in the order specified in the control
statements file.

A semicolon (; ) is added at the end of the line of a generated definition SQL
statement so that the definition SQL can be used as an input to the database
definition utility. end proc; is added in the case of CREATE PROCEDURE and
CREATE TRIGGER.

Definition SQL statements involving any of the following tables, procedures, or
functions are not generated:

* Table definitions containing abstract data types (CREATE TABLE)
* Index definitions specifying index types (CREATE INDEX)

* Function definitions (CREATE FUNCTION and system-defined scalar
functions)

* Procedures specifying an abstract data type as a data type for a parameter in
a procedure (CREATE PROCEDURE)

* Procedures calling another procedure from within the procedure definition
(CREATE PROCEDURE)

* A procedure declared in an abstract data type (CREATE TYPE)

* Procedures calling a function definition (CREATE FUNCTION or
system-defined scalar function) from within the procedure definition

When CREATE PROCEDURE is created, the values of the SQL or extended SQL
optimization options are generated in decimal format.

Linefeed is performed on the created definition SQL statement in accordance with
a condition. For details about the linefeed condition, see 9.3(3) Rules for
definition SOL generation.

If you select ut £-8 as the character encoding in the pdsetup command, you can
use a file with a BOM as the control statement file for pdde frev. Note that even
when you do this, the BOM is skipped. No BOM is included in the file that is
output by pddefrev.
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pdfbkup (Back up HiRDB file system)

Function

The pdfbkup command makes a backup in a regular file of the HiRDB file system.
Backups can also be made in units of HiRDB files.

During the backup processing, this command also backs up the attributes of the
HiRDB file system (specified by the pd fmk £ s command). Although the attributes are
inherited, once a HiRDB file system is expanded, the pdfrstr command cannot
restore the original size from a backup that was made before the expansion.

The number of added areas and the number of noncontiguous free areas can be
determined by displaying the status of a HiRDB file system area (by entering the
pdfstatfs command). The added areas and noncontiguous free areas can then be
merged and the HiRDB file system area used more effectively by taking the following
measures:

m Back up the HiRDB file system (pdfbkup command)
m Initialize the HiRDB file system area (pdfmk fs command)

m Restore the backed up HiRDB file system to the initialized HiRDB file system
(pdfrstr command)

Executor

HiRDB administrator

Format
pdfbkup [-y] [-r] [-1] [-{clllf}]
HiRDB-file-system-area-name [ / HIRDB-filename]
backup-filename
Options
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B -y
Specifies that the HIRDB file system is to be backed up without obtaining user

confirmation. When this option is omitted, the backup is made only after the user
confirms the processing.

H -r

Specifies that if a file with the specified backup file name already exists, it is to be
deleted and re-created. When this option is omitted, an error occurs if a file with the
specified backup file name already exists.

m -]
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Specifies that if an error occurs during backup of the HiRDB file system, the backup
of the file where the error occurred is to be abandoned and processing is to continue
with the next file. When this option is omitted, the command terminates with an error
when an error occurs.

B o-(cll|f)

Specifies the processing to be performed if another process or user is accessing the
specified HiRDB file system area. Note that files cannot be backed up by the -c or -1
option if the write privilege is not in effect for the source HiRDB file system area.
When this is the case, specify the - £ option.

—-C

Cancel backup processing if another process or user is accessing the specified
HiRDB file system area

Do not make a backup of any HiRDB file currently being accessed by another
process or user

Execute backup processing even if another process or user is accessing the
specified HiRDB file system area (files are backed up even when the write
privilege is not in effect for the target HIRDB file system area)

Command arguments

Rules

m  HiRDB-file-system-area-name[/HiRDB-filename]

Specifies the name of the character special file or regular file that contains the HIRDB
file system to be backed up and (optionally) the name of an HiRDB file.

HiRDB-file-system-area-name ~ <pathname> ((up to 165 characters))
Specifies the name of the HiRDB file system area.
HiRDB-filename ~ <HiRDB filename>
Specifies the name of an HiRDB file.
®m backup-filename

Specifies the name of the regular file in which the backup is to be made.

1. The pdfbkup command can be executed at any time, whether or not HIRDB is
active. If you execute the command during operation, specify the - £ option.

2. The pdfbkup command must be executed at each server machine where the
HiRDB file system area is stored.
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Notes
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3.

Only one HiRDB file system can be backed up into one regular file. Therefore, a
commensurate number of regular files are needed in order to back up multiple
HiRDB file systems.

The backup file is not created if an error occurs during backup processing.

A confirmation message is displayed when the -y option is omitted. The HiRDB
file system is not backed up if any character other than G is entered in response
to the confirmation message.

Before backing up a HiRDB file, use the pdf1s command to check its record
length. You cannot restore a HiRDB file if the record length of the backup HIRDB
file is not a multiple of the sector length of the target HiRDB file system area.

If you are executing the command on an HiRDB file system area that is used for
shared RDAREAs, execute it from the server machine where the updatable
back-end server is located.

The execution results of the pd fbkup command can be confirmed by the return
code after the command has executed and by whether or not there are any error
messages. Return code 0 for this command indicates normal termination, 1
indicates warning termination, and -1 indicates abnormal termination.

If the pdfbkup command terminates abnormally, the backup file may have been
created but its contents may not be valid.

If the HiRDB file system area or HiRDB file to be backed up is larger than 2GB,
the target file must be created in a file system that can handle large files.
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pdffsck (Check and repair the integrity of a HiRDB file system area)

Function

The pdffsck command checks a HiRDB file system area for integrity errors and
repairs any errors that are detected. If an inconsistency is detected, the command
displays the corresponding file or area.

You should execute the pd f fsck command when either of the following occurs:

* The KFPI21586-W message is displayed during execution of the pdfls
command

* The available space in the HiRDB file system area becomes less than the original
capacity (for example, 100 gigabytes were allocated, but only 80 gigabytes are
now available)

The following table describes the integrity check items and repair methods:

Target Check item Cause Repair method

HiRDB file Whether or not there are Cancellation of file Manages the files as being in

unusable HiRDB files creation or deletion unused status and the allocated
processing area as free area.

Area in a HiRDB file Whether or not there is an Cancellation of file Manages the isolated area as a
area that is referenced extension (automatic | free area.
neither from the free arealist | extension)
nor from the file processing

management table

Management Inconsistent statistical Cancellation of file Correct the information, such
information in the information stored in the creation or deletion as file count statistical
HiRDB file system management area of the processing information, when each check
area HiRDB file system area is completed.

Executor

Superuser and HiRDB administrator

Format

pdffsck [-c] HiRDB-file-system-area-name

Options

B -C
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Specifies that the HiRDB file system area is to be checked only. When the -c option
is specified, the HIRDB file system area is not repaired.

Command argument

Rules
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® HiRDB-file-system-area-name ~ <path name> ((up to 165 characters))

Specifies the name of the HiRDB file system area.

When you specify the -c option, you can execute the pdf fsck command
whether or not HiRDB is active. When you omit the —c option, you must execute
the pdf fsck command as explained below, depending on the purpose of the
HiRDB file system area:

*  When -k HiRDB-file-system-area-for-DB is specified

Execute the command after placing all RDAREAs in the HiRDB file system
area in command shutdown and closed status with the pdhold -c
command, and then terminating the active processes with the pdpfresh
command. After executing the pdf fsck command, release all RDAREASs
from shutdown status with the pdrels command.

*  When -k HiRDB-file-system-area-for-SYS is specified

Execute the command after swapping system log files with the pdlogswap
command and then closing the system log file with the pd1ogcls command.
After executing the pdf fsck command, use the pd1ogopen command to
make the system log file available for use in the active HIRDB.

*  When -k HiRDB-file-system-area-for-UTL is specified

Ifthe HiRDB file system area is being used by a utility, execute the command
only after the utility's processing has been completed.

*  When -k HiRDB-file-system-area-for-WORK is specified

Since the HiRDB file system area cannot be restored during operation of
HiRDB, execute it after HIRDB has terminated.

You can execute the pd £ £ sck command with the -c option specified on a HIRDB
file system area that is being accessed by another process or user. The pdffsck
command with the -c option omitted cannot be executed on a HiRDB file system
area that is being accessed by another process or user.

The pdf fsck command must be executed at each server machine where the
HiRDB file system area is stored.

If you are executing the command on a HiRDB file system area for which -k SDB
has been specified, execute it from the server machine where the updatable
back-end server is located.
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Notes

1. Ifan I/O error occurs, the command cancels the processing.

2. Youcanuse the pdf1s command to check the HiRDB files that have been created
in the target HiRDB file system area.

3. Ifa HiRDB file system area is checked while the RDAREA automatic extension
facility is being used, automatic extension occurs after the check processing has
terminated. To determine whether or not the RDAREA automatic extension
facility is in effect for the target HiRDB file system area, execute the pdfstatfs
command.

4. While the pdf fsck command is executing, do not execute pdmod or pdrstr. If
they are executed, the database may become corrupted.

5. If file repair processing by the pdffsck command is cancelled while it is
underway, re-execute the command to complete the repair processing.

6. In HiRDB version 07-02 or earlier, the pdf fsck command may not be able to
repair information in the management area that has become corrupted. In such a
case, the KFP121585-F message is displayed. As directed in this message,
restore the target HIRDB file system area from a backup. For details, see the
manual HiRDB Version 8 System Operation Guide.

Output format

When the KFP121559-W message is displayed due to an inconsistency detected in the

area, the applicable information item listed below is displayed, as appropriate for the

detected inconsistency. If the KFP121558-1 message is displayed but no
inconsistency was detected, the information below is not displayed.

e When there are unusable HiRDB files (cancellation of file creation or deletion

processing)

An unusable HiRDB file is distinguished by the status of the area allocated to it,
in terms of whether or not the area itself is usable. If the area is not usable, the
command displays the name, start location, and size of every file in the area.
Because the area may not be unusable for all the unusable files, the displayed
unusable file count may not match the number of files that are listed.
unusable file count aa...a
file list
FILE NAME OFFSET [kB] SIZE[kB]
bb...b cc...cC dd...d
total uﬁusable area size[kB] ee...e

Explanation
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aa...a
Number of unusable HiRDB files (1 to 4 decimal digits)
bb...b
Name of an HiRDB file whose area is not usable (up to 30 characters)
cc...c
Offset to the start of the HiRDB file (up to 10 decimal digits)
dd..d
Size of the HiRDB file (kilobytes) (up to 10 decimal digits)
ee...e

Total size (kilobytes) of all the HiRDB files whose area is not usable (the size
that can be reused as free area by repairing) (up to 10 decimal digits)

e When there are unusable areas (cancellation of file extension processing)

The start location and size of each unusable area is displayed. This information is
displayed for all applicable areas. The displayed unusable area count always
matches the number of areas that are listed.

unusable area count aa...a
area list
OFFSET [kB] SIZE[kB]
bb...b cc...cC
total unusable area size[kB] dd...d
Explanation
ada...a

Number of unusable areas (up to 4 decimal digits)
bb...b

Offset to the start of an unusable area (up to 10 decimal digits)
cc...c

Size of the unusable area (kilobytes) (up to 10 decimal digits)
dd..d

Total size (kilobytes) of all the areas that are unusable (the size that can be
reused as free area by repairing) (up to 10 decimal digits)
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¢ When there are both unusable HiRDB files and unusable areas

unusable file count aa...a
file list
FILE NANE OFFSET [kB] SIZE[kB]
bb...b cC...C dd...d
unusablé area count ff...f
area list
OFFSET [kB] SIZE[kB]
gg...g hh...h
total uﬁusable area size[kB] ee...e
Explanation
aa...a
Number of unusable HiRDB files (1 to 4 decimal digits)
bb...b
Name of an HiRDB file whose area is not usable (up to 30 characters)
cc...c
Offset to the start of the HIRDB file (up to 10 decimal digits)
dd..d

Size of the HiRDB file (kilobytes) (up to 10 decimal digits)
ee...e

Total size (kilobytes) of all HIRDB files whose area is not usable and of the
unusable areas (the size that can be reused as free area by repairing) (up to
10 decimal digits)

M

Number of unusable areas (up to 4 decimal digits)

gg...g
Offset to the start of an unusable area (up to 10 decimal digits)

hh..h
Size of an unusable area (kilobytes) (up to 10 decimal digits)
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pdfgt (Terminate transaction forcibly)

Function

The pdfgt command terminates a transaction forcibly when a transaction branch that
is part of a global transaction could not be terminated (such as because of a
communication error, etc.).

If a communication error occurs before an OLTP system and a global transaction are
synchronized, or if the OLTP system is down, a transaction will not terminate until
synchronization notification is completed. The pdfgt command can be used in such a
case to terminate the transaction forcibly. The pdfgt command can also be used to
terminate a transaction in which a non-transient error has occurred.

The pdfgt command terminates forcibly a transaction for which transaction status 1
is FORGETTING and transaction status 3 is w, as displayed by the pd1s command (-d
trn specified).

Executor

Format

HiRDB administrator

pdfgt {-x host-name| -u unit-identifier} [-s server-name]
{-A | -t transaction-identifier}

Options
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B {-x host-name| -u unit-identifier}

Specifies the name of the host or the unit identifier of the unit where the transaction to
be terminated forcibly is located.

-x host-name ~ <identifier> ((1-32))

Specifies the name of the host where the transaction to be terminated forcibly is
located.

-u unit-identifier ~ <identifier> ((4 characters))

Specifies the unit identifier of the unit where the transaction to be terminated
forcibly is located.

B -s server-name ~ <identifier> ((1-8))

For a unit with multiple servers, specifies a server name in order to specify a particular
server. When this option is omitted, all servers at the object host are subject to the
pdfgt command.

H -A



Rules

Note

pdfgt (Terminate transaction forcibly)

Specifies that all transactions at the server specified by the -s option that are in
synchronization wait status and FORGETTING status are to be terminated forcibly.

® -t transaction-identifier ~ <identifier> ((16 characters))

Specifies the transaction identifier of a transaction in synchronization wait status and
FORGETTING status that is to be terminated forcibly.

1. The pdfgt command can be executed only while HiRDB is active.

2. The pdfgt command must be executed at each server machine. However, it is not
necessary to execute the command at a server machine of a utility special unit.

1. The results of the pdfgt command can be checked by the pd1s command (with
-d trn), by the return code of the pdfgt command, or by any error messages.
Return code 0 for the pdfgt command indicates normal termination, and return
code 1 indicates abnormal termination (such as an invalid option or rsh error).

2. Forced termination may not be possible for a transaction that is connected to a
recovery-unnecessary front-end server and executed, even if transaction status 1
is FORGETTING and transaction status 3 is w. In such a case, complete the
transaction automatically. For details about how to complete a transaction that is
in uncompleted status for transaction determination, see the manual HiRDB
Version 8 System Operation Guide.
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pdfls (Display HiRDB file system area information)

Function

The pdf1s command displays information about HiRDB files in a HiRDB file system
area. If only the name of a HiRDB file system area is specified in the command
argument, information about all HiRDB files in the specified HiRDB file system area
is displayed. If a HIRDB file name is also specified, information about only the
specified HiRDB file is displayed.

Executor

Any user (with or without privileges)

Format
pdfls [-[H][-L| -S1[-{tlu}l]l HiRDB-file-system-area-name
[/ HiRDB-filename]
| [-x] HiRDB-file-system-area-name [ / HiRDB-filename] }
Options
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B -H

Specifies that the display is to be with headers in alphabetical order of the HiRDB file
names.

B -1

Specifies that the HIRDB files are to be displayed in alphabetical order of the HIRDB
file names with each file's lock status.

m -5

Specifies that the HIRDB file partition storage status (extent status) is to be displayed
in alphabetical order of the HIRDB file names.

B -{t|u}
-t

Specifies that the contents of the HIRDB file system area are to be displayed in

the order of the update close date and time, beginning with the most recent one.

The update close date and time refer to the most recent date and time the file was
written since it was opened. If no write operation has occurred on the HiRDB file,
the system treats the file creation date and time as the update close date and time.
For a HiRDB file constituting an RDAREA, the actual update close date and time
may not be used.
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Specifies that the contents of the HiRDB file system area are to be displayed in
the order of the close date and time, beginning with the most recent one. The close
date and time refer to the most recent date and time the file was read since it was
opened. If no read operation has occurred on the file, the system treats the file
creation date and time as the close date and time. For a HiRDB file constituting
an RDAREA, the actual close date and time may not be used.

If the -H or -L option is specified together with the -t or-u option, the -t or-u
option is effective.
B -x

Specifies that only the HiRDB file names are to be displayed (listed horizontally in
alphabetical order). When this option is omitted, the HiRDB file names are listed
vertically.

Command arguments

HiRDB-file-system-area-name ~ <pathname> ((up to 165 characters))

Specifies the name of the HiRDB file system area whose files are to be displayed.
HiRDB-filename ~ <HiRDB filename>

Specifies the name of the HiRDB file whose information is to be displayed.

Rules

1. The pdfls command can be executed at any time, whether or not HiRDB is
active.

2. The pdfls command must be executed separately for each server machine
containing the HiRDB file system.

3. Ifyou are executing the command on a HiRDB file system area that is used for
shared RDAREAs, execute it from the server machine where the updatable
back-end server is located.

Notes

1. Return code 0 for the pdf1ls command indicates normal termination, and return

code -1 indicates abnormal termination.
Output format

—H option specified

MODE UID GID RSIZE RNUM TIME FILE

aabbcc dd..d ee..e [ffff gg.g  hh.h .

Explanation
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aa
Owner's access privileges:
rw

Read and write

Read

Write

None
bb
Group's access privileges:
rw

Read and write
Read
Write
None
cc
Other users' access privileges:
rw
Read and write
Read

Write

None
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dd...d
Owner's name (up to 9 characters).
ee...e
Owner's group name (up to 9 characters).

r
Record length (4 decimal digits).

gg...g
Number of records (8 decimal digits).

hh...h
Update close date and time.
This information is displayed in the format hour:minute month date year.
The following output example is for 2005-01-07 (Friday) at 09:05:
09:05 Jan 07 2005

.1
HiRDB file name (up to 30 characters).

-H and -L options specified
MODE  UID GID PID L TIME FILE
aabbcc dd..d ee..e pppp q hh.h  ii.i

Explanation

aa
Owner's access privileges:
rw

Read and write

Read

Write

None
bb
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Group's access privileges:
rw

Read and write

Read

Write

None
cc
Other users' access privileges:
rw

Read and write

Read

Write

None
dd...d
Owner's name (up to 9 characters).
ee...e
Owner's group name (up to 9 characters).

pppp

ID of process locking the file (up to 10 decimal digits in AIX 5L and up to 5
decimal digits in other OSs).

If the ID of the process locking the file is unknown, the command displays *. If
there is no process locking the file, the command displays -.

Lock status identification flag:
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E
Exclusive lock
S
Shared lock
Lock status unknown
Not locked
hh..h

Update close date and time.
This information is displayed in the format hour:minute month date year.
The following output example is for 2005-01-07 (Friday) at 09:05:
09:05 Jan 07 2005
.1
HiRDB file name (up to 30 characters).

-H and -s options specified

MODE UID GID RSIZE RNUM TIME FILE
aabbcc  dd...d ee...e yiiia gg..g hh...h ii...i
extent size Jjd
Explanation

aa

Owner's access privileges:

r
Read
Write
Neither read nor write

bb

Group's access privileges:
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Read
Write

Neither read nor write

cc

Other users' access privileges:

r

Read
Write

Neither read nor write
dd...d
Owner's name (up to 9 characters)

ee...e

Owner's group name (up to 9 characters)

i
Record length (4 decimal digits)

Number of records (8 decimal digits)
hh...h

Update close date and time
This information is displayed in the format hour:minute month date year.

The following output example is for 2005-01-07 (Friday) at 09:05:
09:05 Jan 07 2005

0.1
HiRDB file name
Jj-J
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Number of records per HiRDB file extension. If there is more than one HiRDB
file extent, this information is displayed for each extension.
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pdfmkfs (Initialize HiRDB file system area)

Function

The pdfmkfs command initializes a specified hard disk partition (character special
files) or a regular files area as a HiRDB file system area.

Executor
HiRDB administrator
Format

Character special files

pdfmkfs -n HiRDB-file-system-area-size -1 max-files-count
[-k usage-purpose]l [-e max-secondary-allocations-count)
[-s sector-length] [-i]
character-special-files-area-name

Regular files

pdfmkfs [-r] -n HiRDB-file-system-area-size -1 max-files-count
[-k usage-purpose] [-e max-secondary-allocations-count]
[-1] [-r]
regular-files-area-name

Options
B -n HiRDB-file-system-area-size ~ <unsigned integer>

Specifies, in megabytes, the space to be allocated as the HiRDB file system area. The
permitted value ranges are as follows:

File type HP-UX Solaris AIX 5L Linux
Regular file 1-2,047 1-2,047 1-2,047 1-2,047
Character special file 1-2,047 1-2,047 1-2,047 1-2,047
Large file Regular file 1-131,071 1-1,048,575 1-65,411# 1-1,048,575
Character 1-131,071 1-1,048,575 11,048,575 1-1,048,575
special file

# This value range is applicable to a Journaled File System (JFS). For an Enhanced
Journaled File System (JFS2), the value range is 1-1,048,575.

The management area used for management of a HiRDB file system area is also
included in the value of the -n option. Therefore, the actual size allocated to the
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HiRDB file is (value of the -n option) - (size of management area). For details about
determining the size of the management area, see Nofes. You can use the pdfstatfs
command to check the actual size that is allocated to the HiRDB file.

B -1 max-files-count ~ <unsigned integer> ((1-4096))

Specifies the maximum number of HiRDB files that can be created in the allocated
HiRDB file system area.

Once you execute the pdfmkfs command, you can no longer change this value.
Therefore, carefully determine this value taking into account the number of HiRDB
files to be used and future expansion plans.

B -k usage-purpose ~ <<SVR>>
Specifies the purpose for which the HiRDB file system area will be used:
DB
HiRDB file system area for RDAREAs
SDB

HiRDB file system area for shared RDAREAs. sDB can be specified for a
HiRDB/Parallel Server when a character special file is used as the HiRDB file
system area. For regular RDAREAs, use a HiRDB file system area whose purpose
is DB.

When the purpose of initialization is SDB, execute the command at the server
machine where the updatable back-end server is located. Do not execute the
command from a referencing-possible back-end server.

Once created, a DB-purpose HiRDB file system area cannot be distinguished from
a SDB-purpose HiRDB file system area. For this reason, you should assign area
names that distinguish between the two purpose types.

SYS

HiRDB file system area for system log files, synchronization point dump files,
status files, or audit trail files.

If you specify sYs, do not specify the —e option.
WORK

HiRDB file system area for list RDAREA or work table files. If you specify WORK
in the Linux version, the corresponding HiRDB file system area cannot be created
in a character special file.

UTL
HiRDB file system area for utilities.

You can create the following files in a HiRDB file system area for utilities:
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¢ Unload data files
¢ LOB data unload files

* Index information files (applicable to delayed batch creation of plug-in
index)

* Backup files
* Differential backup files
* Differential backup management files
* Unload log files
SVR
HiRDB file system area that can be used for any purpose other than utilities

SVR can be specified if there is no problem with mixing HiRDB files for different
usage purposes in a single HiRDB file system area, such as in a test system.
Normally, however, each HiRDB file system area is dedicated to a particular type
of usage.

Limitations with the Linux version of HIRDB (when using character special files)

When using character special files with the Linux version of HiRDB, the
following limitations apply:

Usage purpose Availability Remarks
DB Y
SDB Y
SYS Y
WORK N You cannot specify a character special file in the pdwork operand in the

system definition.

]

UTL

SVR

Legend:
Y: Available.
N: Not available.
B -c max-extensions-count ~ <unsigned integer> ((0-60000)) <<0>>

Specifies the maximum number of extensions for each HiRDB file in the HiRDB file
system area. HIRDB increases the size of HiRDB files according to the specified
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number of extension. The maximum number of extensions permitted per HiRDB file
is 23. If the specified value is maximum number of files x 23 or greater, the command
ignores the specified value and assumes the maximum number of files x 23.

Criteria

1. Inthe case of a HIRDB file system area for work table files, if the estimated
size of a work table file exceeds the value listed below, make sure that the
number of extensions is specified. For details about estimating the size of
work table files, see the HiRDB Version 8 Installation and Design Guide.

- For HiRDB/Single Server
128 kilobytes

- HiRDB/Parallel Server
512 kilobytes

2.  Even when the estimated size does not exceed the above value, or for an
HiRDB file system area for other than work table files, we recommend that
you specify the number of extensions.

3. Ifyou are using RDAREA automatic extension, make sure that the number
of extensions is specified.

4.  Operations such as deletion, re-initialization (for reduction of allocation size
or with with reconstruction specified), and integration of RDAREAs
result in deletion of allocated HiRDB files and reduction in size. As a result,
the HiRDB file system area becomes fragmented. If you use these
operations, you should specify the number of extensions. If the system
cannot allocate contiguous free space when an RDAREA is added, extended,
or re-initialized, multiple fragmented spaces are used to create the new
HiRDB file. In this case, the number of extensions that is required is number
of fragmented free spaces - 1.

Determining the specification value

Use one of the following formulas to determine the number of extensions:

-k option Number of extensions to be specified

DB

min (60000, 23 X cumulative total number of final files for the RDAREA to be

SDB

extended*)

If you frequently perform deletion, re-initialization (for reduction of allocation
size or with with reconstruction specified), or integration of RDAREAs,
you should use the following value:

min (60000, 23 X cumulative total number of RDAREA structure files)

SYS

0
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-k option Number of extensions to be specified

WORK

min(60000, 23 X value of the -1 option)

UTL

SVR

min(60000, 23 X cumulative number of files subject to extension)
Extension is applied to work table files and final files in the RDAREA subject to

. *
extension.
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Note 1

Once you execute pd fmk£s, you can no longer change the number of extensions.
Therefore, specify an appropriate value taking into account the future extensions.

Note 2

As the number of extensions increases, the memory size required by the processes
that use the HiRDB file system area increases.

Note 3

If the specified value is less than the value obtained from the above formula, the
limit of the HiRDB file system area is reached before the maximum number of
extensions is reached for the HiRDB files.

* Note that the number of last files in an RDAREA subject to extension is not one per
RDAREA. This is because when pdmod is used to expand an RDAREA, the RDAREA
is extended at the end, so that the last HiRDB file specified in the expand rdarea
statement becomes the last file. Both the last file before and the last file after the
expansion are included in the number of last files in the RDAREA subject to extension.

B -s sector-length ~ <unsigned integer> ((1024,2048,4096)) <<1024>>

If you are using a character special file as the HiRDB file system area with a device
that handles a medium with a physical sector length of 2,048 and 4,096 bytes, such as
DVD-RAM device, this option specifies the minimum I/O unit expressed as the sector
length (the physical sector length of a medium corresponding to a character string
special file). For details about the physical sector length of a medium, see the manual
for the medium.

Rules

1. Ifthe physical sector length of a medium is greater than 4,096 bytes, that
medium cannot use a HIRDB file system area for character special files.

2. If'the physical sector length of a medium is 1,024 bytes or less, make sure
that a multiple of the sector length equals 1,024, then specify 1,024 as the
physical sector length. If a multiple of the sector length is not equal to 1,024,
you cannot use the character special files on that medium.
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3. Ifusing regular files, do not specify the sector length of the HiRDB file
system area.

4. Ifyou specify 2,048 or 4,096 as the sector length, you can specify either DB
or UTL in the -k option. When the -k option is omitted, SVR is assumed.
Therefore, when you specify a sector length, make sure that -k DB or -k
UTL is specified.

5. You can use a HiRDB file system area for which a sector length is specified
for the following purposes:

- HiRDB file system area for RDAREAs other than list RDAREAs
- Output destination of the pd1ogunld command (unload log file)
- Backup files for pdcopy and pdrstr

- Unload data files for pdrorg

If you are using the HiRDB file system area for RDAREAs, specify a
multiple of the sector length specified in the -s option as the page length in
the pdinit or pdmod control statement for creating an RDAREA.

m -3

Specifies that the HiRDB file system area specified in the —n option is to be initialized
from the beginning. When this option is omitted, the command creates only the
management information for the HiRDB file system area. If the HiRDB file system
area is large, it may take time to initialize it.

If you omit the - i option for a regular file, the command creates only the management
information for the HiRDB file system area (an area with a maximum size of about 3.5
megabytes is allocated).

The HiRDB file system area will be extended up to the size specified with the -n
option when it is actually used. The OS file system containing this HiRDB file system
area may become full when this HiRDB file system area is put into use. To avoid this,
specify the -1 option.

H -r

Specifies that no confirmation message is to be displayed when a regular file is
initialized. If this option is omitted and the specified regular file already exists, the
command displays a confirmation message asking whether or not to initialize the file.
If a letter other than g is entered in response to the confirmation message, the command
will not initialize the file.

Command arguments
W character-special-files-area-name ~ <path name> ((up to 165 characters))

Specifies a name for the character special files area to be initialized. This name is used
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as the name of the HiRDB file system area.
m regular-files-area-name ~ <path name> ((up to 165 characters))

Specifies a name for the regular files area to be initialized. This name is used as the
name of the HiRDB file system area.

You can specify a maximum of 30 characters for the name of a HiRDB file that is
created in the HiRDB file system area. Note that because
HiRDB-file-system-area-name/HiRDB-filename cannot exceed 167 characters, the
maximum length of an HiRDB file name is reduced accordingly if the HiRDB file
system area name is greater than 136 characters.

For HiRDB files that are created automatically by HiRDB, make sure that the
following maximum lengths for HIRDB file system area names are not exceeded:

HiRDB file created automatically by HiRDB Maximum length of HiRDB file
system area name (in characters)
Work table file (specified with pdwork operand in system 141
definition)
Audit trail file (specified with pd_aud_file name operand in 150

system definition)

Index information file for delayed batch creation of plug-in index | 136
(specified with pd_plugin_ ixmk dir operand in system
definition)

Unload log file for system log for the automatic log unloading 136
facility (specified with pd_log _auto _unload path operand in
system definition)

Rules
1. The pdfmkfs command can be executed at any time, whether or not HiRDB is
active.
2. The pdfmkfs command must be executed separately for each server machine for
which a HiRDB file system area is to be initialized.
Notes

1. Return code 0 for the pdfmkfs command indicates normal termination, and
return code -1 indicates abnormal termination.

2. Ifthe value specified as the area size is greater than the size of the disk volume or
partition during initialization, the partition physically following that partition may
be damaged. Therefore, a size that is greater than the size of the disk volume or
partition must not be specified.

3. The following shows the relationships among a HiRDB file system area name,
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HiRDB file name, and physical file name:

Physical file name

/svr0l /logfll

L HiRDB file name

HiRDB file system area name

It is recommended that the name specified for a character special files area or a
regular files area be linked symbolically to the entity name by the In OS
command, not to the entity name itself. This simplifies operations in the following
cases:

*  When the HiRDB file system area is restored onto another hard disk after a
hard disk failure

e  When the RDAREA structure is modified

The results of executing the pdfmkfs command can be checked by the
pdfstatfs command.

For details about the values specifiable in the -n, -1, and -e options, see the
following manuals, depending on the usage purpose:

* SYS usage purpose

Chapter 23. Sample Files in the HIRDB Version 8 Installation and Design
Guide.

* DB usage purpose

Chapter 21. Simple Installation of a HiRDB/Single Server in the HiRDB
Version 8 Installation and Design Guide.

* WORK usage purpose

Chapter 22. Simple Installation of a HiRDB/Parallel Server in the HIRDB
Version 8 Installation and Design Guide.

Sections 3.2.1, 3.3.2, and 3.3.3 in the manual HiRDB Version 8 System
Definition.

* UTL usage purpose
Chapter 8. Database Reorganization Utility (pdrorg)
Chapter 18. Database Copy Utility (pdcopy)

169



pdfmkfs (Initialize HiRDB file system area)

170

* SVR usage purpose

See the appropriate manuals previously, depending on the usage purpose of
the HiRDB file to be created in the HiRDB file system area.

If the purpose of use is WORK, generates a utilization rate warning message on an
initialized HiRDB file system area, based upon the specifications

pd watch resource and pdwork wrn pnt that are provided in the system
definitions.

If you are using a regular file for the HIRDB file system area, specify an unlimited
value or a value that is greater than the -n option value as the maximum value of
system resources for the HIRDB administrator and root user. Especially with the
AIX 5L version, note that the maximum file size is 1 gigabyte by default. You can
check the maximum value of system resources with each OS shell using the
limit orulimit command. If you change the maximum file size in AIX 5L, you
must also change the /etc/security/limits file. For details, see the
documentation for the applicable OS and shell.

A management area is allocated to the HiRDB file system area. The size of the
management area to be allocated depends on the type of OS, the -n, -1, -, and
-s options, and the type of files to be used. The formulas for determining the size
of a management area are presented below. Note that the sizes of the fixed and
variable management sections may increase depending on the process because
they are read into memory while the corresponding HiRDB file system area is
used.

Management area (bytes)
= Fixed management section + variable management section + HiRDB file
management section X a

+ 4096 (applicable to AIX 5L)

e -n2047 orless

Fixed management section = 4096

Variable management section= T (20+4 x a)lc T x ¢+ T (48 +16 x
(a+b)lc T xc

HiRDB file management section= T 320/c T x c
* -n 2048 or greater
Fixed management section = 4096

Variable management section= T (20 +4 x a)lc T x ¢+ T (56 +24 x
(a+b)c T xc
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HiRDB file management section= T 480/c T x ¢
Description of variable symbols:

a: Value of the -1 option

b: Value of the -e option (0 if the option is omitted)

c¢: Value of the -s option (1024 for character special files, 512 for regular
files if the option is omitted)

10. When a HiRDB file system area created as a regular file is manipulated by
methods such as OS commands, its allocation status on the disk may change. For
example, if the cp command is used to copy the HiRDB file system area, the
amount of disk space used may increase within the size specified in the -n option
because the part that has not been used by HiRDB is allocated on the disk.
Additionally, if AIX 5L's backup or restore command is used on a HiRDB file
system area created with the —1 option specified in order to back up or restore
data, only initialization may be executed and the part that has not been used by
HiRDB may be released from the disk. For details, see the applicable OS
documentation.

Examples
Initialize the following HiRDB file system areas:
® Character special files /svr0l
® Regular files /prdb/ios001

Command execution

pdfmkfs -n 25 ... ... e . 1
=1 10 o e e 2
et ST T 3
/svr0l L. e 4
pdfmkfs -n 30 ...t e 5
N 6
/prdb/ios001 ................ 7
Explanation

Size of HiRDB file system area: 25 MB
Maximum number of files: 10

Maximum number of secondary allocations: 5
Name of character special files area: /svr01
Size of HiRDB file system area: 30 MB

Maximum number of files: 15

S i
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7. Name of regular files area: /prdb/ios001
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pdfrm (Delete HiRDB file)

Function

The pdfrm command deletes a specified HiRDB file from a HiRDB file system area.
Executor

HiRDB administrator
Format

pdfrm [-i] HiRDB-file-system-area-name/HiRDB-filename
Options

m -1

Specifies that a confirmation message is to be displayed before the HiRDB file is
deleted. The file can be deleted by entering vy as the response to the confirmation
message.

Command arguments
m HiRDB-file-system-area-name/HiRDB-filename

Specifies the name of the character special files area or the regular files area containing
the HiRDB file to be deleted and the name of the HiRDB file to be deleted.

HiRDB-file-system-area-name ~ <pathname> ((up to 165 characters))
Specifies the name of the HiRDB file system area.
HiRDB-filename ~ <HiRDB filename>
Specifies the name of the HiRDB file.
Rules

1. If the usage purpose of the HiRDB file system area that contains the HiRDB file
to be deleted is other than UTL, the pdfrm command cannot be executed in the
HiRDB file system area that contains that HiRDB file while the active HiRDB is
in use (if the HiRDB file in the HiRDB file system area has been opened even
once). If the usage purpose is UTL, the pdfrm command can be executed
regardless of whether or not the HiRDB file system area is in use. However, it
cannot be executed if the specified HiRDB file is in use by the active HIRDB
(opened by another process).

2. The pdfrm command must be executed separately for each server machine
containing the HiRDB file system area.

3.  An HiRDB file that is in use (opened by another process) cannot be deleted.
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Notes
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4.

When the -i option was specified and any character other than y is entered in
response to the confirmation message, the HiRDB file will not be deleted.

If you are executing the command on an HiRDB file system area that is used for
shared RDAREAs, execute it from the server machine where the updatable
back-end server is located.

Return code 0 for the pdfrm command indicates normal termination, and return
code -1 indicates abnormal termination.

The result of the pd frm command can be checked by the pdf1s command.

Except when the usage purpose is UTL, the pdfrm command is used to delete a
HiRDB file forcibly under emergency conditions. Normally, a HiRDB file should
be deleted with a host command, such as the database structure modification
utility, the pdlogrm command, or the pdstsrm command, depending on the
usage purpose.

Because the pd £ rm command can delete forcibly a HiRDB file that comprises an
RDAREA, care should be taken in executing this command.
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pdfrstr (Restore HiRDB file system)

Function

The pdfrstr command restores a HIRDB file system backed up by the pdfbkup
command. Restoration can also be performed in units of HiRDB files.

The number of added areas and the number of noncontiguous free areas can be
determined by displaying the status of a HiRDB file system area (by entering the
pdfstatfs command). The added areas and noncontiguous free areas can then be
merged and the HiRDB file system area used more effectively by taking the following
measures:

m Back up the HiRDB file system (pdfbkup command)
m Initialize the HIRDB file system area (pdfmkfs command)

m Restore the backed up HiRDB file system to the initialized HiRDB file system
(pdfrstr command)

Executor
HiRDB administrator

Format
pdfrstr [-y] [-q] [-{tlolr}]
backup-filename [ / HiRDB-filename]
HiRDB-file-system-area-name
Options
u -y

Specifies that the HiRDB file system is to be restored without obtaining user
confirmation. When this option is omitted, the system is restored only after the user
confirms the processing.

B -q

Specifies that high-speed restoration, which writes the backup file information in the
batch mode, is to be used.

B —{tlolr}

Specifies the processing to be performed if a file with the same name as a HiRDB file
in the backup file to be restored already exists in the restoration destination HiRDB file
system area:

-t
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Do not restore if the existing HiRDB file in the restoration destination HiRDB file
system area has a more recent time stamp

Do not use the HiRDB file in the backup file for restoration

Restore from the HiRDB file in the backup file regardless of the time stamp

When this option is omitted, -t is assumed.

Command arguments
®m backup-filename|/HiRDB-filename]
Specifies the backup file backed up by the pdfbkup command. If a particular HIRDB

Rules
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file is to be restored, also specifies that file.

backup-filename

Specifies the name of the backup file.

HiRDB-filename ~ <HiRDB filename>

Specifies the name of the backed up HiRDB file that is to be restored.

B HiRDB-file-system-area-name ~ <pathname> ((up to 165 characters))

Specifies the name of the restoration destination HiRDB file system area.

The pdfrstr command can be executed only while HiRDB is inactive.

The pdfrstr command must be executed at each server machine where the
HiRDB file system area is stored.

Any HiRDB files in the restoration destination HiRDB file system area that are
not in the backup file will remain in the HiRDB file system area after execution
of the pdfrstr command.

A confirmation message is displayed when the -y option is omitted. The HIRDB
file system is not restored if any character other than G is entered in response to
the confirmation message.

If there are no HiRDB files in the restoration destination HiRDB file system area,
the -q option is assumed when the pdfrstr command executes.

If the pdfrstr command with the —g option specified terminates abnormally
during execution, the HIRDB file system area at the storage destination may
become corrupted. Thus, if there are any HiRDB files in the storage destination
HiRDB file system area, you should back them up in advance with the pdfbkup
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pdfrstr (Restore HiRDB file system)

command.

You cannot restore a HiRDB file if the record length of the backup HiRDB file is
not a multiple of the sector length of the target HIRDB file system area. Before
backing up a HiRDB file, use the pdf1s command to check its record length. To
check the sector length of the target HIRDB file system area, use the pdfstatfs
command.

The execution results of the pdfrstr command can be confirmed by the return
code after the command has executed and by whether or not there are any error
messages. Return code 0 for this command indicates normal termination, 1
indicates warning termination, and -1 indicates abnormal termination.

Restoration to a utility HiRDB file system area cannot be made while the utility
is executing; in such a case, restoration should be performed after termination of

the utility.
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pdfstatfs (Display status of HIiRDB file system area)

Function

The pdfstatfs command displays the status of a specified HiRDB file system area.
Executor

Any user (with or without privileges)
Format

pdfstatfs [-{cld}] [{-S|-x[-y]}] [-b]l HiRDB-file-system-area-name
Options

B —-{c|d}
C

Specifies that the maximum available area for allocation in the HiRDB file system
area is to be set to 0. This is effective when the usage purpose of the HiRDB file
system area is WORK and UTL.

Specifies that the maximum available area for allocation in the HiRDB file system
area is to be displayed.

m -S
Indicates the status of available free areas in the HiRDB file system area.
B -x
Specifies that the information is to be displayed in DAT format.
m -y
When the -x option is specified, specifies that a header is to be displayed.
m D
Specifies that the sector length of the HiRDB file system area is to be displayed.
Command arguments
B HiRDB-file-system-area-name ~ <pathname>((up to 165 characters))
Specifies the name of the HiIRDB file system area whose status is to be displayed.
Rules

1. The pdfstatfs can be executed at any time, whether or not HiRDB is active.
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The pdfstatfs command must be executed separately for each server machine
containing the HiRDB file system area.

If you are executing the command on an HiRDB file system area that is used for
shared RDAREAs, execute it from the server machine where the updatable
back-end server is located.

Return code 0 for the pdfstatfs command indicates normal termination, and
return code -1 indicates abnormal termination.

When the maximum available area for allocation is to be displayed by specifying
the -d option after this value has been set to 0 with the -c option, the maximum
available area of the HiRDB file system area used since the -c option was set can
be acquired.

Displaying the maximum available area of the HiRDB file system area between
the time the -c option is specified and the -d option is specified is possible only
when the usage purpose of the HiRDB file system area is WORK and UTL. When
the usage purpose is SYS, DB, or SVR, the maximum available area cannot be set
to 0 with the -c option; thus, the maximum available area that is displayed is that
accumulated from the time the pdfmkfs command was executed.

Output format

user area capacity
remain user area capacity
[peak capacity
available file size
available file count
current file count
remain file count

free area count
available expand count
current expand count
[sector size

initialize area kind
initialize user id
initialize time

ad...a[kB]
bb...b[kB]
mm...m[kB] ]
cc...c [kB]
dd..d

ee...e

ff

888

hh...h

fi...i

qq...q (Byte] ]

Jj-J
kk..k

1.1

[***** HiRDB file system area space information *****]

[offset [kB] size[kB] used/unused]
[ nn..n 00...0 pp...pl
Explanation
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ada...a

Size (in KB) in the HiRDB file system area of the user area allocated to the user
(up to 10 decimal digits).

bb...b

Size (in KB) in the user area of the unused space (space not allocated to HiRDB
files) (up to 10 decimal digits).

cc...c

Size (in KB) of the largest space that can be allocated to a single file (up to 10
decimal digits).

dd..d

Maximum number of files that can be created, as specified with the -1 option of
the pdfmkfs command (up to 4 decimal digits).

ee...e
Number of HiRDB files that have already been created (up to 4 decimal digits).
oS

Number of HiRDB files that can still be created (maximum number of creatable
files - number of already created files) (up to 4 decimal digits).

Total number of noncontiguous free areas (up to 5 decimal digits).

hh...h

Maximum number of secondary allocations available to the HiRDB file system
area (up to 5 decimal digits).

ii..i
Total number of secondary allocations that have been executed for the HiRDB file
system area (up to 5 decimal digits).

JJed

HiRDB file system area's usage purpose, as specified in the -k option of the
pdfmkfs command (up to 9 characters).

If the usage purpose is SDB, DB is displayed.
kk...k

Login name of the user who initialized the HiRDB file system area (up to 32
characters).
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1.1
Date and time the HiRDB file system area was initialized (24 characters).

This information is displayed in the format day month date hour:minute:second

year.
The following output example is for 2005-01-07 (Friday) at 09:05:08:
initialize time Fri Jan 07 09:05:08 2005
mm...m

User maximum available space at the current time (up to 10 decimal digits);
displayed only when the -d option is specified.

nn...n

The leading offset for an area being used or an area not being used in the HIRDB
file system area. This is displayed only when the -S option is specified.

00...0

The size of an area being used or an area not being used in the HiRDB file system
area. This is displayed only when the -S option is specified.

pp...p
Indicates whether an area is being used.
used
Being used.
unused
Not being used.
This is displayed only when the - option is specified.
qq..-9
Sector length of the HIRDB file system area (1 to 4 decimal digits).

This is 512 for a regular file and the sector length specified in the -s option of the
pdfmk fs command for a character special file (1,024 when the option is omitted).

® DAT output format (when -x -y is specified)
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"USER _AREA CAPACITY", "REMAIN USER AREA CAPACITY","PEAK CAPACITY","AVAILABLE FILE SIZ
E",
"AVAILABLE FILE COUNT","CURRENT FILE COUNT","REMAIN FILE COUNT","FREE AREA COUNT","A

VAILABLE EXPAND COUNT",
"CURRENT_EXPAND COUNT","SECTOR SIZE","INITIALIZE AREA KIND","INITIALIZE USER ID","IN

ITILIZE TIME" [CR]
aa...a,bb...b, mm...m, cc...c,

dd..d,ee..e,ff.f,gg.g hh.h,
ii..i,9q...q, "jj..g", "kk..kk", "ll...0[" [CR]

Note
[CR] indicates a linefeed.
Rules for output in DAT format

1. The elements are separated by the comma (, ), and information is output as a
single line of text ending with a carriage return.

2. A character element is enclosed in double quotation marks (™).

The sector length and the current maximum amount of usage by user are
displayed only when the appropriate combination of information acquisition
options is specified. If an information acquisition option is not specified, the
command displays a blank or only "" without displaying the corresponding
item.
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pdgen (Generate system)

Function
The pdgen command enables an HIRDB environment to be specified interactively.

When the pdgen command is executed, a menu is displayed. An environment is
specified by following the displayed instructions (for details about how to execute the
system generator, see the HiRDB Version 8 Installation and Design Guide).

Executor
HiRDB administrator
Format
pdgen
Options
None
Rules

1.  When a separate HIRDB environment is being constructed, the pdgen command
can be executed regardless of whether or not the HiRDB is active. When an
existing HIRDB environment is being regenerated or a new HiRDB environment
is being generated, the pdgen command can be executed only while HiRDB is
inactive.

2.  The pdgen command must be executed at the server machine containing the
single server or the server machine where the system manager is located.
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pdgeter (Acquire error information)

Function

The pdgeter command outputs error information to a specified directory or DAT
drive when an error occurs in the HIRDB system.

Executor
HiRDB administrator

Format
pdgeter [{-o output-destination-directory-name
| output-destination-device-name} ]
[-w work-directory-name] [-x host-name]|, host-name] . . .]
[-am]
[-t]

Options
B {-o output-destination-directory-name | output-destination-device-name}

Specifies the name of the directory or device to which error information is to be output.
If this option is omitted, output is to the $PDDIR/erinf/outinf directory.

output-destination-directory-name ~ <path name>

For output of error information to a directory, specifies the absolute path name of
that directory. The name of a directory at the host where the pdgeter command
is executed must be specified.

output-destination-device-name ~ <path name>

For output of error information to a DAT drive, specifies the DAT drive's device
name. The device name of a DAT drive installed at the host where the pdgeter
command is executed must be specified.

B -w work-directory-name ~ <path name>

When directing the output of troubleshooting information to a tape device, specify the
name of a work directory for temporary storage of the information being output.
Specify the name as the directory name, in an absolute path, of the server machine that
will execute the pdgeter command. HiRDB creates a temporary work file in the
specified directory. This temporary work file should be created in the following
situations:

*  When the -t option is specified

*  When information on any server other than the server machine on which the
pdgeter command is launched is to be output to a tape device
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The default for this option is $PDDIR/erinf/work.

Directories beginning with /dev cannot be specified in this option.

B -x host-name|,host-name]... ~ <identifier> ((1-32))

Specifies names of hosts from which error information is to be acquired. If this option
is omitted, the name of the host where the pdgeter command is executed is assumed.

—am

Specifies the type of error information that is to be acquired:

—a

All error information. When this option is omitted, only the minimum error
information is acquired; Table 2-1 shows the error information acquired
depending on the specification of the -a option.

Even when this option is specified, master directory, data directory, and data
dictionary error information from all HIRDB systems cannot be acquired. Master
directory, data directory, and data dictionary error information is acquired only for
the HiIRDB system at the host where the pdgeter command is executed and for
a host specified in the -x option that contains the master directory, etc. (single
server or dictionary server).

Specifies that only OS information from the system information is to be acquired,
without acquiring shared memory dump information.

Table 2-1: Error information acquired depending on -a option specification

Information acquired

-a option

Specified | Omitted

Remarks

All files under $PDDIR/
spool directory

u

u

All files under $PDDIR/conf
directory

All files under $PDDIR/.dbenv
directory

RPC trace file

All files under $PDDIR/tmp
directory

None
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Information acquired -a option Remarks

Specified | Omitted

pdinit control statement o ¢ Before executing the pdgeter command, first
copy the following file name under the
$PDDIR/conf directory of the host where
command is executed:
pdinit control statement: $PDDIR/conf/
INITCONT
The following indicates the host of the copy
destination:
-a option specified
Copy to the host executing where the
command is executed
-a option omitted
Copy to one of the hosts for which error
information is to be acquired

pdmod control statement ¢ o Before executing the pdgeter command, first
copy to the $PDDIR/conf directory of one of
the hosts for which error information is to be

acquired.
Master directory (0] N * [f $PDDIR/conf/INITCONT exists at the
host where the command is executed, error
Data directory (6] N information is acquired.

¢ An HiRDB file expanded by pdmod is not
subject to acquisition.

*  When there are multiple hosts for which
error information is to be acquired and the
other hosts are host of a HIRDB system that
differs from the host where the command is
executed, the information of the other hosts
cannot be acquired. In such a case, only
information on the HIRDB system at the
host where the command is executed can be
acquired.

¢ Information is acquired only when the
single server or dictionary server is
specified in the -x option.

¢ To determine the size of a temporary disk
space required for collecting information,
use the pdfls command (record length of the
HiRDB file to be acquired X number of
records).

Data dictionary
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Information acquired

-a option

Specified

Omitted

Remarks

OS library

u

u

Information depends on the OS:
HI-UX/WE2 version:
® /usr/lib/libdld.sl
* /lib/1libM.sl
* /lib/libc.sl
HP-UX version:
® /usr/lib/libdld.sl
* /lib/libm.sl
* /lib/libc.sl
HP-UX(64) version:
* /usr/lib/pa20 64/libdld.sl
® /usr/lib/pa20_64/libm.sl
® /usr/lib/pa20_64/libc.sl
HP-UX(IPF) version:
® /usr/lib/hpux64/libdl.so
® /usr/lib/hpux64/libm.so
® /usr/lib/hpux64/libc.so
AIX version:
® /usr/lib/libdl.a
* /lib/libm.a
® /lib/libc.a
Solaris version:
® /usr/lib/libdl.so
® /lib/libm.so
* /lib/libc.so
Linux version:
® /usr/lib/libdl.so
* /lib/libm.so
* /lib/libc.so

Sort library

None
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Information acquired

-a option

Specified

Omitted

Remarks

Shared memory contents ¢

(0]

¢ Error information is acquired only while
HiRDB is active.
¢ Error information is not acquired when the
-m option is specified.
¢ The file name is shmdump, and the
information is output under the $PDDIR/
spool/pdshmdump directory.
¢ For details about how to estimate the
memory size, see the HiRDB Version 8
Installation and Design Guide.
HiRDB/Single Server
Formula for shared memory used by unit
controller (20.1.2(1)) + formula for shared
memory used by single server (20.1.2(2)).
HiRDB/Parallel Server
Formula for shared memory used by unit
controller (20.2.2(1)) + formula for shared
memory used by each server (20.2.2(2)).These
sizes can be verified by executing the pdls -d
mem command while HiRDB is active.

System information ¢

¢ The file name is set to
pdgeter.sysinf.hhmmss (where hhmmss is
the hour, minute, and second).

¢ [fthe -m option is specified, only OS
information is output.

* Because a series of HIRDB commands
executed in a shell will terminate
abnormally if HiRDB is inactive, the OS
information and the error messages of the
series of HIRDB commands are output to a
file.

Log

System log file

User RDAREA

None
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O: Information acquisition depends on the details in the Remarks column.

N: Information is not acquired.

-t

Specify this option when directing the output of troubleshooting information to a




Rules

Notes
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non-DAT tape device. Note that AIX 5L does not support this option.

When specifying this option, be sure to specify the name of a work directory using the
-w option.

The pdgeter command uses the append option (-r option) of the tar command to
record troubleshooting information onto a tape device. However, some tape devices do
not support the append option. Therefore, error information cannot be output to this
tape device.

The -t option temporarily stores the troubleshooting information to be recorded on a
work directory and then writes the information to the tape device, even without an
append option. Therefore, the -t option allows the system to record troubleshooting
information on tape devices other than DAT drives.

1. The pdgeter command can be executed at any time, whether or not HiRDB is
active.

2. The pdgeter command can be executed at any server machine. However, it
should be set so that the remote shell can be executed among the hosts for which
the error information is to be acquired. This does not apply in acquiring error
information of only the host where the pdgeter command is executed. When the
-a option is specified, the command should be executed at one of the hosts for
which error information is to be acquired.

Shared memory dump information cannot be acquired if HiRDB is inactive.

4. The collected error information can be compressed by the compress command in
the shell script. Error information can be output without compression in systems
that cannot use the compress function.

1. If the output destination directory or work directory is under SPDDIR, HIRDB
may terminate abnormally due to a space shortage. Thus, it is important to prepare
an adequate amount of disk space.

2. A check should be made that the specified output destination directory and work
directory exist in the system. If such a specification is omitted, the file will be
created in the default directory. If the file already exists in $PDDIR/erinf/
outinf or $PDDIR/erinf/work, an error message will be output and
processing will be discontinued. If a nonexistent directory or a directory without
write privilege is specified, an error message will be output and processing will
be discontinued.

3. If anonexistent device is specified, an error message will be output and
processing will be discontinued.
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4.

9.
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If the following directory or file exists under the output destination directory or
work directory, an error message will be output and processing will be
discontinued.

PDDIR, lib, usr, HIRDB

When a network error occurs, information at the local host can be acquired but
information from other hosts cannot be acquired. However, if multiple host names
are specified in the -x option and an output destination device name is specified
in the -o option, it may not be possible to acquire information for the local host;
if only the local host is specified in the -x option when the pdgeter command is
executed, information for the local host can be acquired.

Although the name of the file output to the directory is unique for each host, note
that error information will be overwritten if the results collected on the host where
the command is executed are expanded at that host. Also, if the same DAT drive
is used several times, error information output to that device may overwrite
previous error information.

If comments in the pdinit control statement file violate the following rules, the
information in the master directory cannot be acquired because the pdgeter
command will not operate normally:

e Ifthere are multiple comments (enclosed by /* and */) on the same line, there
must be at least one space between comments.

* There must be at least one space between a comment and the control
statement.

The following applies to acquisition of error information when the system
switching facility is being used:

¢ [P address inherited

Information for the executing system host can be acquired even if the host
where the command is executed is not the executing system host. Because
information for a standby system cannot be acquired unless the host where
the command is executed is a standby system host, it is necessary to remotely
log into the standby system host and execute the pdgeter command.

¢ [P address not inherited

Because the name of the executing system host and the standby system host
are different, information can be acquired if the names of these hosts are
specified in the -x option. If the -a option is specified and master directory
information is to be acquired, the host names of the executing system and the
standby system host should both be specified in the -x option.

If multiple instances of the pdgeter command are executed simultaneously at
the same host, the commands will not operate normally and valid error
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information will not be acquired.

When the -a option is specified, the specification value of the pdstart and
pdunit operand and in the system common definition ($PDDIR/conf/pdsys)
of the host where the pdgeter command is executed is analyzed. If a single
pdstart or pdunit operand was specified on multiple lines, the pdgeter
command will not operate normally.

The -w option requires the temporary available free disk space indicated by the
following formula:

axbx?2
a

number of server machines on which troubleshooting information is to be
collected

total file capacity for storing troubleshooting information

For a description of files for storing troubleshooting information, refer to Table
2-1.

The results of the pdgeter command can be checked on the basis of the return
value and by whether or not there are any error messages. The following are the
pdgeter command's return codes:

0: Normal termination

4: Warning termination (some information acquisition processing was skipped)
8: Abnormal termination

12: Termination by an interrupt

When the pdgeter command is executed on the active HIRDB and the output
destination directory or work directory is a directory under $PDDIR, HiRDB may
stop due to a space shortage. An adequate amount of disk space must be provided.
It is also possible that there will not be adequate space on the disk if error
information is left in the output destination directory; for this reason, error
information that is no longer needed should be deleted. The following table shows
how to estimate the amounts of disk space and device space needed at the host
where the pdgeter command is executed:
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Hosts specified Output destination specified in -0 option
in -x option
Directory Device
One Disk space Disk space
Total for all acquired information files at Total for all acquired information files
t.he target host. at the target host.! 23
Device space Device space
— Total for all acquired information files
at the target host.
Multiple Disk space Disk space
Total for all acquired information files at Total for all acquired information files
t.he target hosts. at each of the target hosts.> #
Device space Device space
— Total for all acquired information files
at the target hosts.
—: Not applicable.
Note

See Table 2-1 for the acquired information files at the target host.

If the -a option is specified, information about the master directory, data directory,
and data dictionary is collected for each HiRDB file and its backup copy is then
made. Therefore, if you specify the -a option, add the following value as the size

of temporary backup file to the disk size:

Record-length x number-of-records

You can obtain the record length and number of records by executing the pdfls
command.

!'Not applicable if the target host is the host where the pdge ter command is executed.

2 Disk space required when a work directory is used.

3 Not applicable if the -t option is omitted.

*If the -t option is omitted, the disk space is the sum of all acquired information files
per applicable host.

Output format

Information is output in the following format to the directory or device specified in the
-0 option.

m File name

The file name is shown as follows, depending on the -0 and -w specifications:
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Host specified in -x option Output destination specified in -0 option
Directory Device
Only host where pdgeter command is executed is host-name.time.Z Individual error
specified information'
Host other than host where pdgeter command is host-name.time.Z host-name.time.Z
executed is also specified

Note

The format for the time is hhmmss.

UIf the -t option is specified, the default will be host-name.time.Z.

Regardless of the -o and -w specifications, the execution results of operating system
commands issued in a pdgeter command are output to a file named
pdgeter.comlog.time.

m Format

If host-name.time.Z is expanded, the file name will be host-name.time. The
host-name.time file comprises three or four files. Figure 2-3 shows the contents of the
host-name.time file.
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Figure 2-3: Contents of host-name time file

—— host-name.time*?
PDDIR
spool, conf, etc

lib
libM.sl, libc.sl

usr
libdld.sl

HIRDB#!

Master directory
Data directory
Data dictionary

— System information —
pdgeter.sysinf.time

pdgeter.comlog.time

#1: Output when the -a option is specified.
#2: If there are multiple hosts for which error information is to be acquired, the number of files output is
commensurate with the number of hosts.

Usage examples
Example 1

Error information at the host where the command is executed (host1) is to be
acquired; the output destination directory name is /errl.
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Overview

Host name: host1

pdgeter...

Qutput
E— destination | /€rrl/host1.101010.2

directory

Individual Individual

error error
information information

Example of command execution
pdgeter -o/errl -x hostl
Example 2

The error information of multiple hosts (host2 and host3) is output to the host
where the command is executed (host1); the output destination device name is /
dev/dat01 and the work directory name is /work.

Overview
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Host name: host1

Host name: host2

Individual Individual

error error
information information

Host name: host3

Individual Individual

error error
information information

Example of command execution

pdgeter -o/dev/dat01 -w/work -x host2,host3
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/work/host2.101010.2
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pdgrprfl (Refresh user and role information)

Function

When the Directory Server linkage facility is used, the pdgrprf1 command updates
to the most recent status the user and role information maintained in memory by
HiRDB.

You should execute the pdgrprfl command in the following situations:

*  When you have added, changed, or deleted a user or role with the Directory
Server

*  When you have added, changed, or deleted a member in a role

This command enables you to establish connection with the HIRDB using the most
recent user information provided by the Directory Server. It also enables you to use
table access privileges on the basis of the most recent role information in the Directory
Server.

For details about the Directory Server linkage facility, see the HiRDB Version 8 System
Operation Guide.

Executor

Format

Option

Rules

HiRDB administrator

pdgrprfl

None

1. You can execute the pdgrprfl command while HiRDB is active.

2. You can execute the pdgrprfl command on the server machine containing the
single server or the server machine where the system manager is located.

3. The pdgrprfl command is available only when the Directory Server linkage
facility is used.

4. Do not execute more than one pdgrprfl command at any one time.

If you execute the pdgrpr£1 command, the buffer hit rate for the table definition
information and user privilege information reduces temporarily.
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Notes
1.

Return code 0 for the pdgrprfl command indicates normal termination, and
return code 8 indicates abnormal termination.

Relationship between front-end server activity status and pdgrprfi

command

1. You can execute the pdgrprfl command whether or not a front-end server is
running. However, if there is a front-end server that is preparing to start or stop,
the pdgrprfl command terminates with an error.

2. Ifyouexecute the pdgrprfl command when it cannot be determined whether or
not a front-end server other than a recovery-unnecessary front-end server is
running, an error results because the user or role information in the front-end
servers cannot be updated. If you execute the pdgrpr£1 command when it cannot
be determined whether or not a recovery-unnecessary front-end server is running,
the command skips that front-end server. Its user or role information is updated to
the most recent status later when it is restarted.

3. The following table provides details of the relationship between the front-end
server activity status and the pdgrprf1l command:

pdls -d svr command execution Front-end server status pdgrprfl command execution
result result
Unit Server Recovery- Other
unnecessary front-end
front-end server
server
STARTING STOP Initial status Command Command
terminated terminated with
with error. erTor.
STARTING STARTING Preparing to start Command Command
terminated terminated with
ACTIVE STARTING with error. error.
STARTING STARTING Preparing to start (server Command Command
process has already started) terminated terminated with
ACTIVE STARTING with error. error.
ACTIVE STARTING Ready to start Command Command
processing processing
ACTIVE SUSPEND executed. executed.
ACTIVE ACTIVE Running Command Command
processing processing
ACTIVE TRNPAUSE executed. executed.
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pdls -d svr command execution Front-end server status pdgrprfl command execution
result result
Unit Server Recovery- Other
unnecessary front-end
front-end server
server

STOP — Stopped due to reduced mode Command Command
operation processing processing

skipped. skipped.

ACTIVE STOP Stopped by individual server
stop command

STOP (N) — Stopped by normal termination | Command Command
processing processing
skipped. skipped.

STOP (F) — Stopped by forced termination | Command Command
processing processing
skipped. skipped.

STOP (A) — Server activity status unknown | Command Command
because unit shutdown was processing terminated with
detected skipped. error.

STOPPING — Preparing to stop Command Command
terminated terminated with
with error. error.

ACTIVE STOP Ready to execute the database | Command Command
recovery utility (after terminated terminated with
executing the pdstart -r with error. error.
command)

Legend:
—: Not applicable
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pdhold (Shut down RDAREASs)

Function

The pdhold command shuts down specified RDAREAs. If a specified RDAREA is in
use, the command shuts it down when its utilization is completed.

Shutdown without specifying any options other than -r and -q is called command
shutdown.

Executor
HiRDB administrator

Format
pdhold -r {RDAREA-name[, RDAREA-name] ... |ALL} [-q
generation-number)
[{-cl-il-b [-w] [-ull-s}]
Options
B -r {RDAREA-name[,RDAREA-name] ... |ALL}

RDAREA-name ~ <identifier> ((1-30))

Specifies the names of RDAREASs to be shut down. A shutdown achieved by
specifying the -r option is called command shutdown.

You can also use batch specification of RDAREA names. For details about batch
specification of RDAREA names, see 1.5.2 Batch specification of RDAREA
names in operation commands.

ALL
Specifies that all RDAREAs are to be shut down. The following table describes
the RDAREAS that are shut down depending on the combination of the -g and
other options:
Other option -q option omitted -q option specified
-b All RDAREAS except list RDAREASs RDAREAs of the specified generation in the
inner replica group
-s When the -s option is specified, the -q option
cannot be omitted.
Other All RDAREAS except the master directory
RDAREA
Rules:
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1. Ifyou specify the -b option, you can also specify a master directory RDAREA;
otherwise, you cannot specify a master directory RDAREA. Additionally, if you
specify the -b option, you cannot specify a list RDAREA.

2. You cannot specify a duplicated RDAREA name. If specified, the system will
eliminate all duplicated RDAREA names.

3. You can specify a maximum of 128 RDAREAs. If more than 128 RDAREA
names are specified, the system ignores the excess names.

4. Ifan RDAREA name is enclosed in double quotation marks ("), the system treats
it as being case sensitive; otherwise, the system treats it as all uppercase letters. If
an RDAREA name contains a blank, enclose the entire name in double quotation
marks ("). If you use the Bourne shell (sh), C shell (csh), or Korn shell (ksh), you
need to enclose the RDAREA name in single quotation marks ().

5. If specifying a user RDAREA or user LOB RDAREA, make sure that the
corresponding data dictionary RDAREA is in one of the following statuses:

¢ Open and shutdown release status
¢ Open and shutdown status placed by the pdhold command

6. When specifying both data dictionary and user RDAREASs or both data dictionary
and user LOB RDAREAs, be sure to specify the data dictionary RDAREAsS last.

7. If you are using the inner replica facility, you can also specify the original and
replica RDAREA names. In this case, you can specify only user RDAREAs and
user LOB RDAREAs.

B -qg generation-number ~ <unsigned integer> ((0-10))
Specifies a replica RDAREA generation number.

If you specify this option, make sure that the original RDAREA name is specified in
the -r option. An error results if you specify an original RDAREA whose replicas
have all been deleted or if you specify a normal RDAREA (one without a replica
RDAREA).

H -c

Specifies that the RDAREA is to be shut down and then closed. This is called closed
command shutdown.

If this option is omitted, HIRDB shuts down only the specified RDAREAs.
-]

Specifies that the RDAREAS that have been shut down are to be made available to
users for referencing. This is called reference-possible command shutdown.

If you omit this option, you cannot reference the RDAREAs shut down.

201



pdhold (Shut down RDAREASs)

B -b [-w] [-u]
Specifies that the RDAREAs are to be placed in backup hold status.

The backup-hold status enables a backup copy to be made even in online mode.
RDAREAs are placed in backup hold at the following times:

*  When a backup is acquired in pdcopy's updatable mode

*  When a backup is acquired using a method other than pdcopy, such as a
general-purpose backup tool or OS command.

*  When dual logical volumes are separated

For example, specify this option to back up RDAREASs using JP1/OmniBack II's
backup acquisition facility.

There are four different backup-hold statuses:

1. Reference-possible backup-hold (-b specified)

2. Reference-possible backup-hold (update wAIT mode) (-b,-w specified)
3. Updatable backup-hold (-b, —u specified)

4. Updatable backup-hold (WwAIT mode) (-b, -w, -u specified)

Statuses 1 and 2 above are called committing a database.

The following explains each backup-hold status:

Reference-possible backup-hold

If an updating transaction can result in an error until the shutdown status is
released, place the RDAREA on reference-possible backup-hold.

Notes

1. For an RDAREA in the reference-possible backup-hold status, no
deadlock occurs with an updating transaction.

2. You can use the backup copy obtained in this status to restore the
database to the point where the backup was made without having to use
the system log. Using the system log existing immediately before the
RDAREA was placed in the backup-hold status, you can restore the
database to the point where the error occurred.

3. Youcanreference an RDAREA on reference-possible backup-hold, but
an attempt to update the RDAREA results in an SQL error (-920)
unless the shutdown status is released. If an updating transaction in
no-log mode results in an error, all updated RDAREAs, if any, are
placed in shutdown status.

Reference-possible backup-hold (update WAIT mode)
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If an updating transaction can be placed on hold until the shutdown status is
released, place the RDAREA on reference-possible backup-hold (update WAIT
mode).

Notes

1. You can use the backup copy obtained in this status to restore the
database to the point where the backup was made without having to use
the system log. Using the system log existing immediately before the
RDAREA was placed on backup-hold, you can restore the database to
the point of error occurrence.

2. You can reference an RDAREA on reference-possible backup-hold
(update WAIT mode), but an attempt to update the RDAREA results in
the hold status unless the RDAREA is released from the backup-hold
status. Therefore, the value ofthe pd 1ck wait timeout operand in
the system definitions and the value of PDCWAITTIME in the client
environment definitions must be at least the period of time the
backup-hold status is in effect. If timeout occurs, the updating
transaction results in an SQL error (-770).

3. Ifyouplace an RDAREA on reference-possible backup-hold (update
WAIT mode), deadlock may occur with an updating transaction. By
specifying pd deadlock priority use=Y in the system definition
and a deadlock priority value in the
pd command deadlock priority operand, you can specify
whether the updating transaction or the operation command is to take
control in the event of deadlock.

4. If deadlock occurs, the backup-hold status placed by the pdhold
command is released and the same backup-hold processing is repeated.
You can use the backup copy obtained in this status to restore the
database to the point where the backup was made. This retry processing
is repeated up to five times. If deadlock occurs on the fifth retry, the
system releases all the backup-hold statuses placed by the pdhold
command and terminates the processing with an error.

5. If an updating transaction in no-log mode terminates with an error due
to timeout or deadlock, all updated RDAREAs, if any, are placed in
shutdown status.

Updatable backup-hold

If you want to immediately place an RDAREA in backup-hold status and access
it in this status, place the RDAREA in the updatable backup-hold status. If
another command is executing, you can execute the pdhold command to place
an RDAREA in updatable backup hold status after that command has terminated.

Notes
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1.

5.

You can reference and update an RDAREA in the updatable
backup-hold status.

For an RDAREA on updatable backup-hold, an applicable page's
physical log is output when the update buffer takes effect on the
database, unless the shutdown status is released. Therefore, note the
following:

(a) Check to see if there is enough space in the system log file.

(b) If updating a large amount of data, do not place the RDAREA on
updatable backup-hold (a large amount of plug-in index data is also
updated).

(c) Upon completion of backup processing, immediately release the
RDAREA from the updatable backup-hold status.

Even during the execution of updating transaction, the pdhold
command can place an RDAREA on updatable backup-hold.

To restore the database using the backup copy obtained in this status,
you need the system log acquired after the backup processing and the
previous synchronization point. However, if an updating transaction
was executed in the pre-update log acquisition or no-log mode after the
previous synchronization point, you cannot restore the database with
this backup copy.

Shared RDAREAS cannot be placed in updatable backup-hold status.

Updatable backup-hold (WAIT mode)

If an RDAREA can be placed in backup-hold status after completion of an
updating transaction and you want to access the RDAREA in this status, place the
RDAREA in the updatable backup-hold status (WAIT mode).

Notes

1.

To restore the database using a backup copy obtained in this status, you
do not need the system log if no warning message (KFPH00157-W) was
output when the RDAREA was released from the backup-hold status. If
a warning message was output, you need the system log existing after
the previous synchronization point. Using the system log existing
immediately before the RDAREA was placed in backup-hold status,
you can restore the database to the point of error occurrence, whether or
not a warning message was output. If the backup copy was made with
pdcopy specifying -M s, you need the system log existing after the
previous synchronization point, whether or not a warning message was
output.

If you place an RDAREA on updatable backup-hold (WAIT mode), you
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can reference and update the RDAREA.

For an RDAREA on updatable backup-hold (WwAIT mode), an
applicable page's physical log is output when the update buffer takes
effect on the database unless the shutdown status is released. Therefore,
note the following:

(a) Check to see if there is enough space in the system log file.

(b) If updating a large amount of data, do not place the RDAREA on
updatable backup-hold (a large amount of plug-in index data is also
updated).

(c) Upon completion of backup processing, immediately release the
RDAREA from the updatable backup-hold status.

If updating transaction processing is underway, the pdhold command
to place an RDAREA on updatable backup-hold (WAIT mode) is placed
on hold until the transaction processing is completed.

If an RDAREA is on updatable backup-hold, an updating transaction in
pre-update log acquisition or no-log mode for this RDAREA is placed
on hold until the RDAREA is released from the backup-hold status.
Therefore, the value of the pd 1ck wait timeout operand in the
system definitions and the value of PDCWAITTIME in the client
environment definitions must be at least the period of time the
backup-hold status is in effect. If timeout occurs, the updating
transaction in pre-update log acquisition or no-log mode results in an
error.

If you place an RDAREA on updatable backup-hold (WAIT mode),
deadlock may occur with an updating transaction in the pre-update log
acquisition or no-log mode. By specifying

pd deadlock priority use=Y in the system definition and a
deadlock priority value in the pd command deadlock priority
operand, you can specify whether the updating transaction or the
operation command is to take control in the event of deadlock.

If deadlock occurs, the backup-hold status placed by the pdhold
command is released and the same backup-hold processing is repeated.
You can use the backup copy obtained in this status to restore the
database to the point where the backup was made. This retry processing
is repeated up to five times. If deadlock occurs on the fifth retry, the
system releases all the backup-hold status placed by the pdhold
command and terminates the processing with an error.

If an updating transaction in pre-update log acquisition or no-log mode
terminates with an error due to timeout or deadlock, all updated
RDAREA:s, if any, are placed in shutdown status.
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9. Shared RDAREASs cannot be placed in updatable backup-hold (WAIT
mode) status.

H -w

Specifies that the RDAREAs are to be placed on reference-possible backup-hold
(update WATT mode) or updatable backup-hold (WAIT mode).

If you place the RDAREASs on reference-possible backup-hold (update wAIT mode),
an updating transaction is placed on hold. If you place the RDAREAs on updatable
backup-hold (WATT mode), an updating transaction in pre-update log acquisition or
no-log mode is placed on hold.

m -u
Specifies that the RDAREAs are to be placed on updatable backup-hold.

You can reference and update an RDAREA on updatable backup-hold. However, an

attempt to update a UAP or utility in no-log mode is placed on hold until the shutdown
status is released. If you omit this option, the system places the specified RDAREAs
on reference-possible backup-hold.

Rules of backup-hold

1. While an RDAREA is in the backup-hold status, you cannot execute pdmod (to
extend, reinitialize, or change the attributes of an RDAREA), pdload, or pdrorg
(to reload) on the RDAREA.

2. The status of an RDAREA on reference-possible backup-hold (update WAIT
mode) or updatable backup-hold is not inherited during a rerun.

3. Ifyou place an RDAREA on updatable backup-hold during operation in the
no-log mode, be sure to use the pdlogswap -d sys -w command to swap the
system log files and validate the synchronization point dump beforehand.
Otherwise, you need to use pdrstr to specify a range of recovery in the event of
an error.

4. Ifyou terminate or restart HIRDB while making a backup copy in the updatable
backup-hold status, the backup copy obtained cannot be guaranteed. In this case,
obtain a backup copy again.

5.  For an RDAREA on reference-possible backup-hold (update WATT mode),
deadlock may occur between the pdhold command and an updating transaction.
For an RDAREA on updatable backup-hold, deadlock may occur between the
pdhold command and an updating transaction in the no-log mode. In the event
of deadlock, if the RDAREA is already placed on reference-possible backup-hold
(update WATT mode) or updatable backup-hold, execute the pdrels command to
release the RDAREA from the shutdown status and then re-execute the pdhold
command. If the RDAREA has not been placed on reference-possible
backup-hold (update wATT mode) or updatable backup-hold, re-execute the
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pdhold command after a while.

If update buffer contents become effective for an RDAREA while it is on
updatable backup-hold (WATT mode) status, a warning message (KFPH00157-W)
is issued when the backup-hold status is released. If this warning message has not
been issued, you can restore data to the point where the backup was made without
using the system log. However, if this message has been issued, you need the
system log obtained since the previous synchronization point. Whether or not the
warning message has been issued, if you use the system log obtained immediately
before the backup shutdown, you can restore data to the point where the error
occurred. If you have acquired the backup using pdcopy with -M s specified, you
need the system log obtained since the previous synchronization point whether or
not the warning message has been issued.

If the pdhold command that has been issued to place an RDAREA in backup
hold status is placed in wait status by another command, the timeout specified in
the pd lck wait timeout operand in the system definition does not apply to
this pdhold command. The command is kept in wait status until the RDAREA is
released from the other command. To terminate the pdhold command in wait
status, use the pdcancel command to end the process.

You cannot place in backup hold status an RDAREA that has been placed
temporarily in reference-possible shutdown status from online reorganization
hold status. To determine whether or not an RDAREA is in online reorganization
hold status, use the pdls -d org command.

—-S

Specifies that the RDAREAs are to be placed in synchronization shutdown status.

Synchronization shutdown is used when the inner replica facility is used. RDAREAs
are placed in synchronization shutdown status, for example, when data inan RDAREA
is to be copied as the data in another generation of RDAREA within the same inner
replica group (for re-pairing paired volumes).

When an RDAREA is placed in synchronization shutdown status, the buffers for the
corresponding RDAREA are discarded and the referencing and updating transactions
are placed in wait status.

Rules

1.

If an RDAREA is placed in synchronization shutdown status, conformity is lost
in the contents of the RDAREA because the update buffer for that RDAREA is
discarded without being applied to the database. If there is an update buffer,
inconsistent information is written into the RDAREA. You cannot release this
synchronization shutdown status until data is copied from another RDAREA to
the corresponding RDAREA within the same inner replica group to achieve data
conformity.
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Rules

208

2.

An error results if you specify this option, and the following RDAREAs are
specified in the -r option:

¢ RDAREASs other than user RDAREAS or user LOB RDAREASs

* Original RDAREAs all of whose replica RDAREAs have been deleted, or
RDAREAs that do not have replica RDAREAs

If you specify this option and multiple RDAREAs are specified in the - r option,
the command executes the processing in the batch mode for each server. If an

error occurs during processing, the command ignores the processing at the server
containing the erroneous RDAREA, and resumes processing at the other servers.

While synchronization shutdown is in effect, you cannot execute pdmod (to
extend or delete RDAREASs or change their attributes), pdload, pdrorg, or

pdcopy.

Once an RDAREA is placed in synchronization shutdown status, it is also locked
in the same manner as with reference-possible backup hold (update WAIT mode).
Therefore, the values of the pd 1ck wait timeout operand in the system
definition and PDCWAITTIME in the client environment definition must be no less
than the duration of the synchronization shutdown. If a timeout occurs, a
referencing or updating transaction results in an SQL error (-770).

Ifan RDAREA is placed in synchronization shutdown status, deadlock may occur
for a referencing or updating transaction. By specifying

pd deadlock priority use=Y in the system definition and a deadlock
priority value in the pd command deadlock priority operand, you can
specify whether the referencing or updating transaction or the operation
command is to take control in the event of deadlock. If the operation command
results in an error due to deadlock, re-execute the pdhold command after a
specific period of time. If the pdhold -s command with multiple RDAREAs
specified results in an error, synchronization shutdown processing is ignored for
all the RDAREAs.

If an updating transaction running in the no-log mode terminates with an error due
to a timeout or deadlock and if there is an RDAREA that has already been updated
by the transaction, that RDAREA will be placed in no-log shutdown status.

To perform the synchronized shutdown of multiple related RDAREAs, such as
those containing a table and its index, use only one pdhold command.

You can execute the pdhold command only while HIRDB is active.

Execute the pdhold command at the server machine containing the single server
or the server machine where the system manager is located.

The pdhold command locks RDAREAS in the EX mode or in the PR mode if the
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-i or -b option is specified. Therefore, if another transaction is accessing the

specified RDAREA, the pdhold command is placed on hold until the transaction
terminates. If the -i or -b option is specified, the pdhold command is placed on
hold only if an updating transaction is accessing a specified RDAREA. Table 2-2
shows the relationship between an RDAREA's shutdown status and transaction.

Table 2-2: Relationship between RDAREA's shutdown status and transaction

RDAREA shutdown status Transaction
Reference Update Update (no log)"
Command shutdown Wait Wait Wait
Error Error Error
Reference-possible shutdown No wait? Wait Wait
No wait Error Error
Reference-possible backup hold No wait? Wait Wait
No wait Error Error
Reference-possible backup hold No wait? Wait Wait
(update WAIT mode)
No wait Wait Wait
Updatable backup-hold No wait No wait No wait
No wait No wait Wait
Updatable backup-hold (WAIT mode) | No wait? Wait Wait
No wait No wait Wait
Synchronization shutdown Wait Wait Wait
Wait Wait Wait
Note

The upper row indicates the case in which a transaction locks the RDAREA
first. The lower row indicates the case in which the pdhold command locks
the RDAREA first. For example, if a referencing UAP locks the RDAREA
first, an attempt to place the RDAREA in the command shutdown status
using the pdhold command places the command on hold. If the pdhold
command (command shutdown) locks the RDAREA first, an attempt to
execute a UAP to update this RDAREA results in an error.

! This indicates a transaction in the no-log mode for which NO is specified for
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PDDBLOG in the client environment definition.

2 If an updating access occurs between a referencing access and the time the
command is entered, any subsequent accesses will be placed in wait status.

4. Table 2-3 shows the handling of a transaction in shutdown processing, where in
shutdown processing means ACCEPT-HOLD (the RDAREA status obtained as the
execution result by the pddbls command):

Table 2-3: Handling of a transaction in shutdown processing

Status in shutdown processing Referencing transaction Updating transaction

Command shutdown Error Error

Reference-possible shutdown Wait Error

Reference-possible backup hold Wait Error

Reference-possible backup hold (update WAIT | Wait Wait

mode)

Updatable backup-hold No wait" No wait"

Updatable backup-hold (WAIT mode) Wait Wait

Synchronization shutdown Wait Wait
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* The transaction is not placed in wait status because updatable backup-hold status
does not lock RDAREAs.

You cannot place an RDAREA containing a falsification prevented table that is in
reload-not-completed data status into reference-possible command shutdown
status (-1 specified) or backup hold status (-b specified). Reloading data to a
falsification prevented table with pdrorg releases the table from
reload-not-completed data status. After the reload-not-completed data status is
released, place the table in reference-possible command shutdown or backup hold
status.

If the pdhold command is executed on a shared RDAREA, all back-end servers
are locked. If there can be multiple concurrent accesses to the corresponding
RDAREA, global deadlock may occur, resulting in a timeout. If global deadlock
has occurred, re-execute the pdhold command.

When RDAREA automatic extension has been applied to an RDAREA, placing
the RDAREA in updatable backup-hold status or updatable backup-hold (WAIT
mode) status suppresses the automatic extension of the RDAREA. To release
RDAREA automatic extension from the suppression, execute the pdrels
command to release the updatable backup hold or the updatable backup hold
(WATT mode).
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When RDAREA automatic extension has been applied to an RDAREA, before
placing the RDAREA in updatable backup-hold status or updatable backup-hold
(WATT mode) status, use the database condition analysis utility to check that there
is enough unused area. If there is not enough unused area, execute the free page
release utility.

You can use the pddbls command to check the result of the pdhold command.
The following shows the pdhold command's return codes:

0: Normal termination

4: Warning termination (some RDAREA processing terminated with an error)
8: Abnormal termination

12: Abnormal termination (an event occurred that prevented output of an error
message)

If the error code is 12, check the error message in syslogfile at the host where the
single server or dictionary server is located, eliminate the cause of the error, and
then re-execute the command. If no error message has been output to syslogfile,
contact the customer engineer.

If hybrid is selected as the processing method for Real Time SAN Replication and
any of the options listed below is specified during execution of the pdhold
command, a database synchronization wait for the remote site occurs. This may
result in an overhead of 2 seconds or more for each RDAREA specified in the -r
option.

* —c (closed, command shutdown)

* -b -u (updatable backup hold)

* -b- -u -w (updatable backup hold (WAIT mode))
* -5 (synchronization shutdown)

If database synchronization wait for the remote site fails, you must restore the
database at the remote site. For details about error handling when Real Time SAN
Replication is used, see the HiRDB Version 8 System Operation Guide.
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pditvstop (Stop periodic acquisition of HIRDB status)

Function

The pditvstop command stops a command that was started by the pditvtrc
command.

Executor
Any user (with or without privileges)

Format

pditvstop output-file-prefix

Command arguments
B output-file-prefix
Specifies the prefix of the output file that was specified in a pditvtrc command.
Rules

1. The pditvstop command can be executed at any time, whether or not HIRDB
is active.

2. Execute the pditvstop command from the server machine that was used to
execute the pditvtrc command that is to be stopped.

3. If you cannot execute the pditvstop command for some reason, such as that
output-file-prefix . 1 ck or output-file-prefix .pid has been deleted, use the ps
command to check the PID and then use kill PID(kill -TERM PID).

4. The output file prefix is part of the output file path used in the pditvtrc
command. The pditvstop command accepts both absolute and relative path
names, regardless of the output file prefix specified in the pditvtrc command
(absolute or relative path name).

Notes
1. The following shows the pditvstop command's return codes:
0: Normal termination
1: One of the following meanings:
* The locked directory output-file-prefix . 1ck was not found.
* output-file-prefix . L ck or output-file-prefix . pid was not found.
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* output-file-prefix . 1 ck or output-file-prefix . pid was found, but the process
was not found.
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pditvtrc (Periodically acquire the HiRDB status)

Function

The pditvtrc command executes a specified command at a specified interval (in
seconds) and then outputs the termination status to the standard output or standard
error output file.

Executor

Any user (with or without privileges). The execution permissions required by the
command that is executed by the pditvtrc command apply.

Format

pditvtrc interval-in-seconds output-file-prefix file-size retained-generations-count

command [argl [arg2] ...]

Command arguments
B interval-in-seconds

Specifies the interval in seconds at which the specified command is to be executed.
The specified value must be an integer of 0 or greater (if 0 is specified, the command
will be executed consecutively).

If the specified command does not terminate within the specified interval, counting the
seconds stops. When the specified command terminates, the pditvtrc command
executes the next command and starts counting the seconds again. Even when the
specified command terminates within the specified interval, an error may still occur
with respect to the specified interval.

®m output-file-prefix
Specifies the prefix of the output file.
The actual output file name is output-file-prefixXX (00 < XX < number of retained
generations). If output-file-prefixXX already exists when the pditvtrc command
starts, XX begins at YY + 1, where the most recent output file is output-file-prefixYY.

However, if YY + 1 is equal to or greater than the number of retained generations and
there is no output file with output-file-prefix XX, then XX begins at output-file-prefix00.

After executing the specified command, if the output file exceeds the specified file
size, the pditvtrc command swaps output files and outputs the results of the
command's execution to the output file named output-file-prefix XX, with XX
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incremented. When the value of XX reaches the specified number of retained
generations, the value of XX is reset to 00 in wrap-around fashion. If this happens, the
previous output files will be overwritten.

Each time an output file exceeds the specified file size, the pditvtrc command swaps
the output files to retain a maximum of the specified number of generations of output
files.

B file-size
Specifies the maximum output file size in megabytes.

After executing the specified command, if the current output file named
output-file-prefixXX exceeds this file size, the pditvtrc command swaps the current
output files.

m retained-generations-count ~ ((2-100))
Specifies the number of output file generations to be retained.

The number of generations applies to the actual output file names. The number of
output file generations is unlimited, but a maximum of the specified number of the
newest output files are retained because the prefix of the output file can be 00 < XX
< number of retained generations.

® command [argl [arg2]...]
Specifies the command to be executed and its arguments.

The syntax for the command line is the same as for normal commands. You can specify
not only HiRDB operation commands but also any other commands.

1. The pditvtrc command can be executed at any time, whether or not HIRDB is
active. For the command that is specified within the pdi tvtrc command, the
rules for that command are applicable.

2.  Execute the pditvtrc command from a desired server machine. For the
command that is specified within the pditvtrc command, the rules for that
command are applicable.

3. Note the available space at the output target because the pditvtrc command
may output more execution results than the file size x number of retained
generations. If the HIRDB directory ($PDDIR) and OS directory (such as /tmp
and /var) become full, HIRDB and the OS may not function correctly. For this
reason, we recommend that you output the execution results to a different disk
than one that contains HiRDB and OS directories.

4. The pditvtrc command creates a locked directory named
output-file-prefix . 1ck to avoid multiple concurrent outputs to the same output
file prefix. This lock is released when the pdi tvstop command is terminated or
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when the termination is caused by the STGTERM or STGQUIT signal. However,
forcible termination using the SIGKILL signal may retain the lock. If the locked
directory is retained, use the ps command to make sure that no corresponding
process is running, and then delete the locked directory by executing rm -r
output-file-prefix . 1 ck.

5. When executed, the pditvtrc command starts the background process that
functions at the specified interval and then terminates the pditvtrc command
itself. This background process keeps running even if the terminal used to execute
the pditvtrc command is terminated. To terminate the process, you must
execute pditvstop output-file-prefix. If you cannot execute the pditvstop
command for some reason, such as that output-file-prefix.1ck or
output-file-prefix . pid has been deleted, use the ps command to check the PID
and thenuse kill PID(kill -TERM PID). This background process treats the
SIGQUIT signal in the same manner as the STGTERM signal.

6. If you execute the pdstart command while the pditvtrc command is
executing, HIRDB startup may fail. If this happens, re-execute the pdstart
command. Also, When you execute a HIRDB command with the pditvtrc
command, execute the pditvstop command before terminating HiRDB.

7.  Ifthe specified command terminates with a return code other than 0 for more than
nine times in a row, the pditvtrc command terminates.

Notes
1. The following shows the pditvtrc command's return codes:
0: Normal termination
1: A pditvtrc command with the same output file is already running or the
command is unable to create an output file or the locked directory
output-file-prefix . 1 ck.
Output format
YYYY/MM/DD HH:iMM:ISS ot iiiitieeiiiiit i iiiiie e e e ieeeeeeeannnnnns 1
Standard output + standard error output of "command argl arg2 ..."..2

RC=command return-code . ......... .. ...ttt ettt 3

Explanation
1. Execution date and time of the specified command
2. Standard output and standard error output of "command argl arg2 ..."

3. Return code of "command argl arg2 ..."
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For details about 2 and 3, see the applicable manual (for HIRDB commands, see the
description of the applicable command in this manual).
Examples
Example 1:

This example executes the pditvtrc command for various commands:

pditvtrc 60 /outputdir/rpc 10 2 pdls -d rpc -a
pditvtrc 60 /outputdir/trn 10 2 pdls -d trn
pditvtrc 60 /outputdir/prc 10 2 pdls -d prc
pditvtrc 60 /outputdir/lck 10 2 pdls -d lck
pditvtrc 60 /outputdir/buf 10 2 pdbufls

Explanation

Every 60 seconds, each pditvtrc command adds the execution result of its
command to a separate output file. The maximum size of each output file is 10
megabytes and the number of retained generations is 2 for each output file.

Example 2:

This example executes one pditvtrc command to execute multiple commands:

pditvtrc 60 /outputdir/trc 20 6 trcscript
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Contents of trcscript

#!/bin/posix/sh
SCRI PTiRC=O

# date '+%Y/%m/%d $H:%$M:%S' pditvtrc displays the first command start time
pdls -d rpc -a

RC=$?
echo "RC=$?"
if [[ SRC != 0 ]] ; then SCRIPT_RC=1; fi

#date '+%Y/%m/%d $H:%M:%S' pdls -d trn displays its own execution time
pdls -d trn

RC=$?
echo "RC=$?"
if [[ SRC != 0 ]] ; then SCRIPT_RC=1; fi

#date '+%Y/%m/%d $H:%M:%S' pdls -d prc displays its own execution time
pdls -d prc

RC=$?
echo "RC=s$?"
if [[ SRC != 0 ]] ; then SCRIPT_RC=1; fi

date '+%Y/%m/%d $H:%M:%S'
pdls -d 1lck

RC=$?
echo "RC=$?"
if [[ SRC != 0 ]] ; then SCRIPT_RC=1; fi

#date '"+%Y/%m/%d $H:%M:%S' pdls -d prc displays its own execution time
pdbufls

RC=$7?

echo "RC=$2"

if [[ SRC != 0 ]] ; then SCRIPT_RC=1; fi

exit $SCRIPT_RC

Explanation

This example executes the shell script trcscript every 60 seconds and outputs
the execution results to the output file /outputdir/trc. The size of the output
file is 20 megabytes and the number of retained generations is 6.
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pdjarsync (Manipulate JAR files)

Function
The pdjarsync command manipulates JAR files.
There are the following types of JAR file manipulation:

m Re-registration of a JAR file between hosts (applicable to HIRDB/Parallel Server
only)

Registration of a JAR file
Re-registration of a JAR file
Deletion of a JAR file

m Display of a list of JAR files

This command is used when Java stored procedures or Java stored functions are used.
Executor

HiRDB administrator
Format

HiRDB/Single Server

pdjarsync [{-I|-R|-D| -L } ]
[-u authorization-identifier [, authorization-identifier] . . .]
[-f JAR-filename]

HiRDB/Parallel Server

pdjarsync [{-S|-I|-R|-D| -L}]
[-x host-name |, host-name] . . .]
[-u authorization-identifier [, authorization-identifier] . . .
[-f JAR-filename]

Options
m {-S|-I|-R|-D|-L}
Specifies the type of JAR file manipulation.
-S

For the HiRDB/Parallel Server, this option re-registers the specified JAR file
between hosts.

The command re-registers (replaces) a JAR file in the host specified with the -x
option into the server machine in the HIRDB environment. If the -x option is

219



pdjarsync (Manipulate JAR files)

omitted, the command re-registers a JAR file in the server machine containing the
dictionary server into the server machine in the HiRDB environment.

Specify the -5 option if you have modified the HiIRDB server configuration (such
as when increasing the number of server machines) or conducted system
switchover.

This option registers the specified JAR file.
If you specify this option, be sure to specify the -u and - £ options.

If the specified JAR file has already been registered, the command results in an
error.

This option re-registers the specified JAR file.

If the specified JAR file has already been registered, the command overwrites the
registered JAR file.

If you specify this option, be sure to specify the -u and - £ options.

This option deletes the specified JAR file.
If you specify this option, be sure to specify the -u and - £ options.
If the specified JAR file has not been registered, the command results in an error.

If the pdjarsync command terminates abnormally, a JAR file under write
operation may remain in the system. In this case, specify the -d option to delete
such remaining JAR files.

This option displays a list of registered JAR files.

Table 2-4 shows the relationship between JAR file manipulation type and other

options.
Table 2-4: Relationship between JAR file manipulation type and other options
JAR file manipulation type Other option
=X -u -f
-3 O*
i M M
-R M M
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Rules

JAR file manipulation type Other option
=X -u -f
D o)
-L ¢ (0] (0]
M: Mandatory
O: optional

tIf specifying the -x option, specify only one host name.
W -x host-name [ ,host-name]

If specifying the -s option, specify only one host name that is to be the origin of
re-registration. If this option is omitted, the system assumes the host where the
dictionary server is located.

If you specify an option other than - s, specify the name of the host being manipulated.
If omitted, the system assumes all hosts in the HIRDB environment.

B -u authorization-identifier [ , authorization-identifier] ...
Specify the authorization identifier of the user who is to manipulate the JAR file.
If you have specified the -1, -R, and -D options, be sure to specify this option also.
For the authorization identifier, you cannot specify MASTER or HiRDB.

B -t JAR-filename
Specify the name of the JAR file to be manipulated.
If you have specified the -1, -R, and -D options, be sure to specify this option also.

If you specify the -s and -1 options but omit this option, the system assumes all JAR
files that have been registered.

The JAR files are stored in the directory specified with the
pd java archive directory operand in the system definitions.

1. You can execute the pdjarsync command whether or not HIRDB is active.

2. Execute the pdjarsync command at the server machine containing the single
server or the server machine where the system manager is located.

3. Do not execute more than one pdjarsync command at any one time.
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Notes

1. Ifyou execute the INSTALL JAR, REPLACE JAR, or REMOVE JAR SQL
statement, the pdjarsync command is executed internally. In these cases, the
pdjarsync command is executed from the single server or the front-end server.

2. The following shows the pdjarsync command's return code:

0: Normal termination

4: Abnormal termination (for registration or re-registration, the specified JAR has
already been registered; for deletion, the specified JAR file has not been

registered)

8: Abnormal termination

Output format
HOSTNAME (aabbcc) DATE TIME SIZE
dd...d eeee/ff/gg hh:iijj kk...k
Explanation
aabbcc
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Time the pdjarsync command was executed
dd..d

Host name
eeee/[f/gg
Date of the JAR file"
hh:ii:jj
Time of the JAR file*
kk...k
Size of the JAR file (in bytes)
1.1
Owner of the JAR file
Name of the JAR file

OWNER FILE
1.1 mm...m

*Ifan SQL statement (INSTALL JAR, REPLACE JAR) or JDBC method was used to
register or re-register the JAR file, this is the date and time the SQL statement or JDBC
method was executed. If the pdjarsync command was used to register or re-register
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the JAR file, this is the date and time of the registered or re-registered JAR file.

223



pdlistls (Display list definition information)

pdlistls (Display list definition information)

Function

The pd1istls command displays the list definition information.
Executor

HiRDB administrator

Format
pdlistls [-d {1]2}]
[-u list-owner's-name]
[-t list-base-table-owner's-name, list-base-table-name]

Options
B -d {1]2}

Specifies the list definition information to be displayed.

-d option Information to be displayed
Values of List Name of Number Base Name of
system owner's list of lists table's base table
definitions* name owner's
name
1 D D — D — —
2 D D D — D D

D: Displayed
—: Not displayed

* Indicates the values of the pd max list usersand pd max list count
operands.

m -u list-owner's-name ~ <identifier> ((1-30))

To display only the specified list owner's list definition information, specify the name
of the list owner with this option. If this option is omitted, the system assumes all list
owners.

The specified list owner's name is treated as all uppercase letters unless it is enclosed
in double quotation marks (™).

B -t [ist-base-table-owner's-name, list-base-table-name

To display only the specified list base table's list definition information, specify the list
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base table's owner's name and list base table's name with this option.

A list base table's owner's name can be expressed as 1-8 characters and a list base
table's name can be expressed as an identifier consisting of 1-30 characters. The
specified list base table's owner's name and list base table's name are treated as all
uppercase letters unless they are enclosed in double quotation marks (™). If the name
contains a space, enclose it in double quotation marks (").

Rules
1. You can execute the pd1istls command only when HiRDB is active.
2. Execute the pdlistls command on the server machine containing the single
server or the server machine where the system manager is located.
Notes
1. Return code 0 for the pdlistls command indicates normal termination, and
return code 8 indicates abnormal termination.
Output format

® -d 1 specified
STATE OD LIST DEFINITION
# OWNER NAME LIST COUNT
laa...a bb...b cc...c]

[NOT FOUND dd...d]
pd max list users : ee..e
pd max list count : ff..f

Explanation
aa...a
Sequence number displayed
bb...b
List owner's name
cc...c
Number of segments in the list
dd...d
Information that was not found
-t option specified: TABLE

-u option specified: USER
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ee...e

Value of the pd max list users operand in the system definitions (for the
single server or dictionary server)

Hf

Value of the pd max list count operand in the system definitions (for the
single server or dictionary server)

m -d 2 specified
STATE OD LIST DEFINITION
# OWNER NAME LIST NAME BASE TABLE OWNER BASE TABLE
NAME

[aa...a bb...b cc...c dd...d ee...e]

[NOT FOUND ].j’...f]
pd max list users : gg..g
pd max list count : hh..h
Explanation
aa...a
Sequence number displayed
bb...b
List owner's name
cc...c
Name of the list
dd..d
List base table's owner's name
ee...e
List base table's name
oS
information that was not found
-t option specified: TABLE
-u option specified: USER
gg.g

Value of the pd max list users operand in the system definitions (for the
single server or dictionary server)
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hh...h

Value of the pd max list count operand in the system definitions (for the
single server or dictionary server)
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pdlodsv (Reduce the size of the installation directory)

Function

If the following facilities are not used, the pd1odsv command deletes unneeded load
modules from the HiRDB installation directory, thereby saving the disk space:

* Java stored procedures and stored functions
* Directory Server linkage facility
¢ HiRDB External Data Access facility

The pd1odsv command is supported by HP-UX 11.0 (32-bit-mode POSIX library
version), Solaris (32-bit-mode POSIX library version), and AIX 5L (32-bit-mode
POSIX library version).

Once you execute the pd1odsv command, these facilities will no longer be available.
Note that if you are using either one of these facilities, you cannot execute the
pdlodsv command.

Executor
Superuser
Format
pdlodsv [-r load-type)
Option
B -r load-type
Specifies the load type to be deleted.

If you omit this option, the system displays the status of the current installation
directory.

posix

The command deletes the POSIX library version of load modules, that is, the
following directories and files. A POSIX version of the load module is created
when the pdsetup -1 command is executed on HP-UX 11.0 (32-bit mode),
Solaris (32-bit mode), and AIX 5L(32-bit mode).

Type Directory File

HiRDB/Single Server /opt/HiRDB_S/bin r/ All files under the directory
/opt/HiRDB_S/bin_nr/
/opt/HiRDB_S/1lib r/

/opt/HiRDB_ S/1lib nr/
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Type Directory File

HiRDB/Parallel Server /opt/HiRDB_P/bin r/ All files under the directory

/opt/HiRDB P/bin nr/
/opt/HiRDB P/lib r/
/opt/HiRDB_P/lib nr/

Rules

Notes

You can execute the pdlodsv command whether or not HIRDB is active.
However, do not execute it while the pdsetup command is executing.

Execute the pdlodsv command for each server machine.

Return code 0 for the pdlodsv command indicates normal termination, return
code 1 indicates abnormal termination (such as a user privilege error), return code
8 indicates abnormal termination (such as a missing environment variable), and
return code 12 indicates abnormal termination (such as an invalid option or user
privilege error).

If you reinstall HiRDB, the effects of size reduction will be lost. Therefore, if you
have reinstalled HiRDB, execute the pd1lodsv command as required.

If you execute the pd1odsv command, the Java stored procedures, Java stored
functions, and Directory Server linkage facility are no longer available. To use
these facilities, do not execute the pdlodsv command. To use these facilities
after executing the pd1lodsv command, reinstall HIRDB.

Output format

KIND STATUS
aa...a bb...b

Explanation

ad...a

Load type
POS1IX: POSIX library version of HIRDB

bb...b

Status of the facility with the POSIX library version of HiRDB:
USE

This facility cannot be deleted because it is in use.
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NOUSE
This facility is not in use.
REMOVED
This facility has already been deleted from the installation directory.
Note

If you execute the pd1odsv command with a HIRDB other than the HP-UX 11.0
(32-bit mode), Solaris (32-bit mode), or AIX 5L version, only the header section
is displayed.
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pdlogadpf (Allocate log file)

Function

The pdlogadpf command allocates during HiRDB operation a physical file to a file
group specified in the HiRDB system definition. The physical file must have been
created with the pdloginit command before the pdlogadpf command is executed.

Once the pdlogadpf command is executed, the file group becomes available to the
active HiRDB system when it is opened by the pdlogopen command.

Executor
HiRDB administrator
Format

HiRDB/Single Server
pdlogadpf -d spd [-s server-namel -g file-group-name
-a primary-physical-file-name [-b secondary-physical-file-name]

HiRDB/Parallel Server
pdlogadpf -d spd -s Sserver-name -g ﬁle-group-name
-a primary-physical-file-name [-b secondary-physical-file-name]
Options
B -d spd
Specifies that a physical file is to be allocated as a synchronization point dump file.
m -s server-name ~ <identifier> ((1-8))
Specifies the name of the server corresponding to the file group.
B g file-group-name ~ <identifier> ((1-8))

Specifies the name of the file group to which the physical file is to be allocated. This
file group name must have been specified in a single server definition, front-end server
definition, back-end server definition, or dictionary server definition.

® -a primary-physical-file-name ~ <pathname> ((up to 167 characters))

Specifies the absolute path name of the primary physical file that is to be allocated to
the file group. Specify the physical file name in the format
HiRDB-file-system-area-name / HIRDB-file-name.

m -b secondary-physical-file-name ~ <pathname> ((up to 167 characters))
Specifies the absolute path name of the secondary physical file that is to be allocated
to the file group. Specify the physical file name in the format
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HiRDB-file-system-area-name/ HiRDB-file-name.

This option is required when dual synchronization point dump files are used. If dual
synchronization point dump files are not used, specifying this option will result in an
error.

If you use dual synchronization point dump files and specify both the -a and the -b
options, and if an allocation error occurs on either the primary or secondary file, a
command error results.

Rules
1. The pdlogadpf command can be executed only while HiRDB is active.

2. Thepdlogadpf command must be executed at the server machine containing the
single server or the server machine where the system manager is located.

Notes

1. Executing the pdlogadpf command for a file group to which a physical file has
already been allocated results in an error.

2.  The result of the pdlogadpf command can be determined from the command's
return code, an error message (if any), or the message log. Return code 0 for this
command indicates normal termination, 4 indicates abnormal termination, and 8
indicates abnormal termination (such as invalid option or rsh error).

3. Ifyou use Real Time SAN Replication based on the log-only synchronous
method, the synchronization point dump file to be allocated depends on the site
where the command is executed:

¢ At the transaction execution site

The synchronization point dump file for transaction processing is allocated.
The synchronization point dump file for log application processing cannot be
allocated.

* At the log application site

The synchronization point dump file for log application processing is
allocated. The synchronization point dump file for transaction processing
cannot be allocated.

Examples
Allocate a physical file to a file group specified in the system definition.
® Name of file group
spdfgflb

® Name of physical file
/svr01l/spdfl5
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HiRDB/Single Server

pdlogadpf -d spd 1
-g spdfgfl5 2
-a /svr01/spdfl5 3

Explanation

1. Type of log file: spd (synchronization point dump file)

2. Name of file group: spdfgfl15

3. Name of physical file: /svr01/spdf15

HiRDB/Parallel Server

pdlogadpf -d spd 1
-s besl 2
-g spdfgfl5 3
-a /svr01/spdfl5 4

Explanation

1. Type of log file: spd (synchronization point dump file)
2. Name of server corresponding to the file group: bes1
3. Name of file group: spdfgfl15

4. Name of physical file: /svr01/spd£f15
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pdlogatul (Control the automatic log unloading facility)

Function
The pdlogatul command controls the automatic log unloading facility as follows:

m Restarting the automatic log unloading facility that was terminated during
HiRDB operation

m Cancelling the automatic log unloading facility during execution
m Displaying the status of the automatic log unloading facility

For details about the automatic log unloading facility, see the HiRDB Version 8 System
Operation Guide.

Executor
HiRDB administrator
Format

HiRDB/Single Server
pdlogatul -d sys [-s server-name] [{-i | -b | -t[-w]}]

HiRDB/Parallel Server
pdlogatul -d sys -s server-name [{-i | -b | -t[-w]}]
Options

B -d sys

Specifies that the system log files are to be manipulated.
B -s server-name ~ <identifier> ((1-8))

Specifies the name of the server to be manipulated.
" -]

Specifies that the status of the automatic log unloading facility is to be displayed.
m -b

Specifies that the automatic log unloading facility is to be restarted.
-t

Specifies that the automatic log unloading facility is to be cancelled.
-

If the -t option is specified to cancel the automatic log unloading facility, this option
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specifies that the command termination is to be delayed until the current log unloading
process is completed. The -w option takes effect only when the -t option is specified.
If you specify the -t option, but omit the -w option, the system cancels the automatic
log unloading facility immediately after the pd1ogatul command is executed,
forcibly terminating the ongoing unloading process.

When this option is specified, completion of unloading process is delayed by about
nine hours (32768 seconds). If the unloading process is not completed within this
period of time, the system cancels the automatic log unloading facility, in which case
the unloading process will be terminated forcibly.

By specifying this option, you can eliminate the incomplete unload log files (which
usually result from cancellation of the automatic log unloading facility) and input all
the current unload log files with pdrstr.

1. Youcan execute the pdlogatul command while HIRDB is active. If you specify
the -1 or -t option, you can execute the command even during the HiRDB
termination processing (during the execution of the pdstop command).

2. Execute the pdlogatul command at the server machine containing the single
server or the server machine where the system manager is located.

If there is a current log generation, its log file group information is output.

4. Ifthe pdlogatul -t -wcommand terminates with return code 4, there may be
an incomplete unload log file. In these cases, check the nature of the error on the
basis of the output error message, take an appropriate action, and re-execute the
pdlogatul -b command. Then, execute the pdlogatul -t -w command.

1. The following shows the pdlogatul command's return code:
0: Normal termination
4: One of the following:

e Ifthe -t and -w options were specified, the system forcibly terminated
unloading process and cancelled the automatic log unloading facility
because the unloading process was not completed within the waiting period
(32768 seconds).

* Ifthe -t and -w options were specified, the system cancelled the automatic
log unloading facility while monitoring the completion of unloading process
for one of the following reasons:

* None of the directories for unload log files was available.

e The name of the unload log file was duplicated.
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* There were not enough resources (such as a memory shortage or too many
active processes)

8: Command error

Output format
HOSTNAME : ada...a (bb...b)
SERVER NAME : cc...c
AUTO LOG UNLOAD NOW UNLOAD LOG GROUP CREATE DIR

d ee...e - ff
CURRENT LOG GENERATION INFO.
LOG _GROUP GEN NO. SERVER RUN ID RUN ID UNLOAD FILE NAME

g29..g hh...h fi...i JiJ kk...k

Explanation
aa...a
Host name
bb...b
The time pdlogatul was executed (in the format hour:minute:second)
cc...c

Server name

d
Status of the automatic log unloading facility:
ACTIVE: Active
STOP: Inactive
STOPPING: Waiting for unloading process during termination
-: Automatic log unloading facility unavailable
ee...e

File group name for the system log file that is currently unloaded

If the automatic log unloading facility is not active, *** * is displayed.

7f

Directory name for the unload log file in use

gg..g
File group name for the current generation of system log files
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hh..h
Generation number of the current generation of system log
ii...i

Run ID of the current generation of server

/)
Run ID of the current generation of system log

kk...k
Name of the file created when the current generation of log was automatically
unloaded
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pdlogchg (Change status of log file)

Function

The pd1ogchg command forcibly places a specified file group in unload completed
status, extraction by HiRDB Datareplicator completed status, or overwriting permitted
status for online reorganization. The status of the current file group cannot be changed.

Executor
HiRDB administrator
Format

HiRDB/Single Server
pdlogchg {-d sys [-s server-namel -g file-group-name [{-R|-G}]
| -z log-point-information-filename}

HiRDB/Parallel Server
pdlogchg {-d sys -s server-name [-u unit-identifier] -g file-group-name
[{-RI-G}]
| -z log-point-information-filename [-x host-name] }
Options

B -d sys
Specifies that the status of a system log file is to be changed.

B -s server-name ~ <identifier> ((1-8))
Specifies the name of the server corresponding to the file group.

B -u unit-identifier ~ <identifier> ((4 characters))

When the standby-less system switchover (effects distributed) facility is used,
specifies the unit identifier of the host that contains the disk on which the system log
file whose status is to be changed was created.

When the applicable server and system manager are running, the -u option is ignored,
if specified.

Specifying the —u option results in an error if any of the following is true:

* The specified unit does not belong to the target HA group for the server specified
in the -s option.

e The server specified in the -s option does not belong to the HA group.

* The standby-less system switchover (effects distributed) facility is not in effect.
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The following table describes whether or not the —u option is required:

Server status Host containing the disk where file is Specification of -u option
created
Active Host containing the running back-end server Optional

Inactive

Host containing the primary back-end server

Other host Mandatory

Rules

B -g file-group-name ~ <identifier> ((1-8))
Specifies the name of the file group whose status is to be changed.
B -z Jog-point-information-filename ~ <pathname>

Specifies that the status change is to be applied only to file groups older than the log
point recorded in the specified log point information file.

One of the following files must be specified as the log point information file:
* File created by specifying the -z option in the pdcopy command
* File created by specifying the -z option in the pdrstr command

The log point information file must be specified in terms of an absolute path name
beginning with / (root directory).

® -x host-name ~ <identifier> ((1-32))

Specifies the name of the host of the server to which the log file group whose status is
to be changed belongs.

When this option is omitted, the host where the command is entered is assumed.
B -R

Specifies that a file group is to be forcibly changed from extracting status to extraction
completed status when HiRDB Datareplicator linkage is being executed. When this
option is specified, only the extraction status is changed from extracting to extraction
completed.

B -G

Specifies that when updatable online reorganization is underway, a file group in
overwriting denied status for online reorganization is to be placed forcibly in
overwriting permitted status for online reorganization.

1. The pdlogchg command can be executed under the following conditions:

* Ifpd log unload check=Nisspecified inthe system definitions, HIRDB
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Notes

240

is running, and the file group to be operated upon is open, the command
cannot be executed without the -R option.

* Inall other cases, the command can be executed regardless of whether or not
HiRDB is running (except when HiRDB is booting or terminating).

The pdlogchg command must be executed at the server machine containing the
single server or the server machine where the system manager is located.

The following are the pdlogchg command's return codes:

0: Normal termination

4: Abnormal termination

8: Abnormal termination (such as an invalid option or rsh error)

12: Abnormal termination (when retry was executed from a standby system in a
configuration in which IP addresses are not inherited)

The pd1logchg command must not be executed during HiRDB startup
processing. HiRDB startup processing begins when the KFPS01800-T1 message
is output and ends when the KFPS05210-1I message is output. If the command is
executed during that time, the system log file may not become effective in
HiRDB. To make the system log file effective in such a case, its file group must
be closed with the pd1ogcls command after HiRDB startup processing is
completed, then the file group must be opened with the pd1ogopen command.

Because the pd1ogchg command references the HIRDB system definition file, it
may be impossible to change the file status if the information in the HIRDB
system definition file for the active HIRDB that collected the system log does not
match the information in the HiRDB system definition file referenced by the
pdlogchg command.

Processing may terminate normally even if the pd1ogchg command results in an
error.

Whether or not the processing has terminated normally can be determined by
checking the termination code (whether or not it is 0) or by checking the status
(whether or not the status has changed) with the pd1ogls command.

The results of the pd1ogchg command can be checked by the following methods:
* HiRDB is active
By executing the pd1ogls command.
* HiRDB is inactive

By checking the return code set by the command, by checking any error
messages, or by executing the pdlogls command.



pdlogchg (Change status of log file)

A command execution error will result if the pd1ogchg command is executed
when HiRDB is not running and HiRDB is started before the execution of the
command terminates. If this problem occurs, re-execute the pd1ogchg command
by checking the HIRDB operation status.

When updatable online reorganization is underway with

pd log org no standby file opr=stop specified in the system
definition, HiRDB can no longer start if both the following conditions apply to
one of the servers:

* HiRDB has been forcibly terminated because all system log file groups were
placed in overwriting denied status for online reorganization.

* The system definitions cannot be changed for HIRDB operational reasons,
and no system log file can be added.

If the above events occur, to cancel the updatable online reorganization and
continue the current application only using the secondary RDAREAs, use the
pdlogchg -G command to forcibly place the system log file group in
overwriting permitted status for online reorganization, so that HIRDB can be
started (execute the pdlogchg